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Abstract—The purpose of this paper is to design a mathemat- modules are executed independent of human intentions in
ical model for a robot vision, that can express states of human's parallel. In a preconsciousness state, information is stored as
consciousness, and build a dynamical information processing memories, which can be easily summon into consciousness.

system, that can change processing modes. Especially | take noticeI . tat f .
to a state transition between waking and sleep. A human being n a consciousness state, sequence processes for processing

processes external information obtained from sensory organs and Particular information are executed intentionally in serial.
internal information accumulated within a brain flexibly and in In the field of physiology, cycle models between rapid
parallel. The proposed mathematical consciousness model con-eye movement (REM) sleep and non-REM (NREM) sleep
trolsaratlo between exterpal and internal |nformat[on processing nave been proposed[2][3], and these models are relative to
runs in parallel. In a waking mode, the external information is . . .
mainly processed. In a sleep mode, large proportion of processing the unconsciousness. In the_ vision res_earch field, Marr gnd
is paused, or the internal information is mainly processed. The Hoffman proposed computational theories for understanding
advantage of this system is that a resource of a computing human beings’ visual information processing systems[4][5].
machine is made effective use of. Because required processeparr described that a process of visual perception has three
are executed only when needed. stages of representations, that are the primal sketchéhﬁ-z
mensional sketch and the 3 dimensional model representation.
Although the primal and %-D sketches are deeply related to

In recent years, a lot of real-time vision systems are ptHe unconsciousness, Marr’s theories mainly focus on the 3-D
into practical use. In lots of vision systems, however, visugbject recognition, which is related to the consciousness.
information is processed by series of procedures, that areThe purpose of this paper is to design a mathematical model
selected and serialized previously depending on their purposes.a robot vision system, that can express states of human’s
It is difficult for these kinds of vision systems to be used ifhind, and build a dynamical information processing system,
dynamical and complex environments. Moreover, the seriestat can change modes of processing smoothly. Especially |
image processing are executed at full power regardless of gge notice to a state transition between waking and sleep. In
or non use. This wastes computer resources and electric powefyaking mode, external information obtained from a vision

On the other hand, a human being has external and intergialice are mainly processed. In a sleep mode, large proportion
information processing systems that are flexible about dynagf-external information processing is paused, or information
ical and complex environments. Internal information meargcumulated in storage areas are mainly processed. The advan-
memories stored in a brain, and is used as knowledge fage of this system is that a resource of a computing machine
processing several external information. It is also processedmade effective use of. Because required processes are
when we dream. External information is obtained from extegxecuted only when it is needed. There are many hypotheses
nal sensory organs. It is known that we obtain more than 8@ sleep mechanisms, for example, the restorative theories,
% of external information from visual perception, and visuahe adaptive theories, the energy conservation theory and the
information is very important. The same is true of intelligensrogramming-reprogramming theory. The idea of the sleeping
systems such as robot vision systems. model proposed in this paper is close to the passive theory of

External and internal information processing systems ofsgeep[6]. According to this theory, that is an early idea in the
human being are in parallel and multi-layered. Freud proposfeld of sleep researches, sleep occurs to prevent fatigue or is
that there were three levels of human mind, that are conscioggused by a lack of sensory stimulation.
preconscious and unconsciousness[1]. He also described thaivo kinds of sample applications executed in a stereo vision
the human mind is like an iceberg, it floats with one-seventlystem reveal the validity and effectiveness of my proposed
of its bulk hidden below water. The visible part of themethod. In one a monocular vision system is used. In the other
iceberg means consciousness, and the unvisible part meanrgereo vision system is used.
preconsciousness and unconsciousness. This means that the
unvisible part plays important and lots of roles. In a uncon- Il. HOBSON s AIM STATE-SPACE MODEL
sciousness state, internal and external information processingigure 1 shows the Active-Input-Modulation (AIM) state-

I. INTRODUCTION



space model[7][8][9] proposed by Hobson. He describes thatst be processed all together. One external sensory organs
states of human’s consciousness can be expressed by leveis pfhired with one internal data source.
three elements, Activation, Input and Modulation of which The AIM model dynamically controls ratios among the
the AIM model consists. Activation means an amount adxternal and internal data samplers, preprocessors and infor-
information which is being processed. Input means a sounegtion processors. The AIM model consists of eleméehts
of the information from either internal sources such as 4, I and M. The elementS converts internal and external
memory area in a brain or external sources such as extefindbrmation into stimuli. The element decides a frequency
sensory organs acquired information about an environmeof. each data processing. The elemdntlecides values of
Modulation switches external and internal processing modgmrameters, that are used when stimuli are calculated in the
When an aminergic level is higher than a cholinergic levedlementS. The element\/ decides a frequency of each data
external information is mainly processed. When a cholinergiampling. Each element consists of two sub-elements that have
level is higher than an aminergic level, internal informatiosubscriptsex andin respectively. Here, the subscripts and
is mainly processed. For example, the states of waking, mean that the parameters relate to theemal and iternal
relax, REM sleep and NREM sleep are shown in Fig. 1. limformation processing, respectively. The number of the sub-
a waking state, external information, that is obtained froelements related t§, A and is equal to the number of the
external sensory organs is processed actively. In a REM slggpprocessors. The number of the sub-elements relatedito
state, internal information accumulated in a storage area atfual to the number of the sensor organs and the data sources.
processed actively. In a NREM sleep state, input and outputFigure 3 shows an example of the variations of the sub-
gates are closed and processing power declines totally.  elementsa_ex, a_in, i_ex, i_in, m_ex and m_in with time,
When a normal person falls asleep, at first the sleeper entgrat are included in a pair of the external and internal in-
NREM sleep, which is a deep sleep. After the first NREMormation processing flows. When the external sensory or-
he/she enters REM sleep and NREM sleep alternately umfin receives stimuli larger than a thresholdek > th, ..
he/she awakes naturally or large stimuli interrupt the sleep.(threshold value)), the level of elements related to the external
information processing is higher than that related to the

Low Active High . .
—_— internal ones. The level of external stimulus becomes lower
o 'W'*'#T'** i\/Wake than the thresholds(ex < th,_.,) at the timet,. After the
Aminergicy == o ‘ lapse of a constant periofl,, then the state is shifted from
NREM sleep  |N|_| Relax . X . 3 X
< \,,,xi» I the waking to the relaxing. The relaxing state is kept while
k= /ﬁ" % T'*j;i[’ the external stimuli obtained by the other external sensor
Sl ,
3|1 organs are larger than the threshosd éx > th) _.). All the
S| iR sleep External levels of external stimuli become lower than the threshold
Cholineric TS /'nput (sex < ths_., and s'_ex < th. _ ) at the timet;. After
g Internal the lapse of a constant peridt,, all levels of the elements
Fig. 1. Hobson's Spatial AIM model become lower then the state is shifted from the relax mode
to the NREM sleep. Moreover after the lapse of a constant
1. M ATHEMATICAL AIM M ODEL period T;,, the values of each element increase and decrease

. . eriodically at frequency,.. Where, the amplitude of vibration

A. Mathematical Modeling for AIM gf each elxémentqrelategj) to internal procSSsing is higher than
Figure 2 shows a relation among a mathematical AIM modgHat of each element related to external processing. Once again

proposed in this study and external and internal informg-exbecomes larger thath, ., at the timet;, the system state

tion processing systems. An external information processifgturns to the same state ir< ¢,.

system consists of plural external sensory organs, sampling

parts, preprocessing parts and data processing parts. Raw Relax NREM NREM <> REM

data obtained by the sampling parts is processed by one or 1 /1 a i, mex(t)

more preprocessors, and computed by each higher level data g a, i, m_in(t) [_
processor. It is important that external data is processed in $ a ﬁ_
real time and translates to meaningful information as soon as \ MN
possible. An internal information system consists of internal ¢ XT"’ t1 to ti Tu tets Ty to t7 ¢ [secl

data sources, data sampling parts and data processing parts - <7k
Information obtained from the external sensor, knowledge Loer <ths o] | R

given previously, and so on, is stored in the internal data stex <thi e
sources. In the internal information processing, following s.ex 2 ths er

kinds of data are treated. One is a kind of data that it is difficultig. 3. variations ofa_ex, a_in, i_ex, i_in, m_ex andm_in with time

to process in real time, because it takes much time to process

data. Another is what it is not necessary to process in reala_ex(t) anda_in(¢) are given by the following equations. As
time. The third is a lot of data such as time-series data thats able to express each the parameter related to the elements

sfex
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Fig. 2. Mathematical AIM model and information systems with plural external sensors
I and M in the same way, their descriptions are omitted herethere,
a_ext) =
a— 2m(t — 1
Lyaex +baex (t<t1) C(Oé,ﬁ,T(,fC) = Tﬂ (1+COS((<))) +06+4+0b (3)
C(Lw,a,eza La,a,eza tla fw,a,ex) (t < t < t2) ( )fC
Laa_ex +ba_ex (t2<t<t4) 27Tt—7'§
- - £(0,7e, fe) =0 1+ cos(——————= (4)
C(La,a,exa Ln,a,ez7 t37 fa,a,ex) (t4 < t< tS) ( ¢ 5) ( f§ )
Ln,a,ew + ba,ew ( < t < t6)
5(07-,(1,69:’ t3a fr,a,ew) + Ln,a,eac + ba,ex ( ) (1) The parameter‘fw@fm/m, Ta,a,ex/inl Tn,a,ex/ini Lw,a,ex/ini
. La,a,er/inv Ln,a,er/inn fw,a,ez/inx a,a_ex/ins ra_ex/iny
ain(t) = Or.a_cx/in @NAb,_c5 /iy, that are included in Egs.(1) and (2), are
Lup.a_in + ba_in (t < tq) independent of parameters included in other sub-elements such
C(Luw.ains Lna_in, t1, fw.ain) + bain  (ta <t <t5) asi_en i_in, m_enandm._in. Besides values of the parameters
L,+b (ts <t < tg) are designed depending on the purpose of an application and
E(Orainst3, frazin) + Ln.azin + ba_in  (t > t6) kinds of external and internal information processing.

(2) The elementsA, I and M are shown by the following



equations using the sub-elements. samplers and processors are controlled dynamically by the
functions of these elements included in the AIM model.
1 = ° The frequencies of the external and internal information
At) = > aex(t)+ Y ading(t) (5) q
j=1 k=1

n+o processing are determined by each level @xanda_in. The
N . frequencies of the external and internal processing increase
I(t) = Zi—e)gj(t) _ Zi,ink(t) (6) or decr'ease in proportion to each level @fex and a_in,
= — re_zspecnvely. For example, when the _Ievel (nfe_x becomes_
q . higher, the frequency of the external information processing
M(t) = Zm,e&(t) — Z m_in,, (t) (7) increases. Then the external information processor acquires
= oo ability to calculate more volume of information. At that time,
s shown in Fig. 3, the level of_ex becomes lower, the

where, n, o, g andr are the numbers of the external dat reqguency of the internal information processing increases. In
processors, the internal data processors, the external sen g@/ y P 9 )

organs and the internal data sources, respectively. The A same way, the frequencies of the external and internal data

state-space model as shown in Fig. 1 can be expressedsggphp“nglS are Setgrmhned taasiﬁ onhtr}zglemm dth
Egs.(5)(7). An example of variations of elements I and € elemen ecides the thresholdl; ., and i,

M with time is shown in Fig. 4. This example is resemble to gnd sensor densities in order for the elem8rib recognize

sleep pattern of normal person. The values of each param(%/ltl’@rljfat'tons cl)f mformatlont_obt?de from the extergal s?[nsor or
included in Egs.(1) and (2) is defined as follows. e internal source as stimuli. Here, the sensor density means

quantity of points or sizes of areas for observing variations of

Ly,a_ex = Or,q_in = 0.75 (8) internal or external information. The thresholds and the sensor
Lag.co =05 (9) densities vary in proportion to each leveliéxand:_in. For
example, when the level afex becomes higher, the value of
Lw a_in — Ln, a_ex — Ora_ex = 0.25 (10) i i
’ ’ ' th,_.., becomes lower and the sensor density becomes higher.
Lnaex = Ln,a_in =0 (11)  This means that the system can perceive smaller variation of
ba_ex = ba_in =0 (12) external and internal information more sensitively.

The state variations of the external and internal information

AIS I 'St ?ble éozvfxpr(tarsls each the pa:;ar_neéer rglatlfced to gﬁ)cessing systems with time are shown in Fig. 5. The graph in
€ e.Tteg ‘:’1 an N the same way, their descriplions arg,q top shows the frequency variations of the external/internal
omitted here. data processing with time. The graph in the middle shows the

05 oot REM variations of both the threshold and the sensor density with
< - time. The graph in the bottom shows the frequency variations
g / of the external/internal data samplings with time. Where, all
() e . . .

E 0 ﬁ///h t2ts tafr fe CREM 1 ¢ [sec] the conditions at the time, ~ ¢, shown in Fig. 5 are the
[m| @ ex(t) +a_in(t) same with the conditions in Figs. 3 and 4.
s e
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In the following subsection, | describe a control of the
internal and external information processing flows based on

Threshold for stimuli
& density of sensing

these behaviors of the elements I and M, functions of the 0l 20 1 tats 'ta ts te it [seq]
elementS and relations among and the other elements. Frequency of _ Frequency of
[l'éﬂ external data sampling internal data sampling
B. Dynamic Qontrol of Information Processing System Based %% 20 ,/\/
On Mathematical AIM Model cE \
S0
External information obtained from the external sensor is g & ? NN
converted to stimulation by the function of the eleméntAs B vy o e POR PR tt (5o

shown in Fig. 2, the values of the sub-elements included in the

: : ig. 5. Variations of each parameter included in internal and external
elementsA, I and M are determined based on the stimulus:” . processing system with time

information. The operational states of the external/internal data



IV. EXPERIMENTAL RESULTS image function as sensors for perceiving stimuli. The whole
mage area becomes green in this state. Moreoveth.as,

I made two sample programs to evaluate a validity of tH 29 L
creases, the sensitivity to stimuli increases.

proposed AIM model. One was a program using a monocuf‘&ﬁa
vision system. The other was one using a stereo vision systemy

mage obtained

A. Experimental System E by cameral ﬁ

<— Stimulus sensi /
- . .
- r points (in gree!
Media
converter

EI T

IEEE1394 cable

1*O DATA CCD-CAM Canopus ADVC-100

Media IEEE1394 cable
converter

1*0 DATA CCD-CAM Canopus ADVC-100

Personal computer
CPU : Pentium4 2.4GHz
Memory : 512MB
Video card :

ATl radeon all-in-wonder

Redhat Linux 9 IEEE1394 PCI Board

kernel 2.4.20

XFree86 4.3.0 |EEE1394 PCI Board |——
libraw1394 (ver.0.9.0)

LibDV (ver.0.99) adaptec

gce (ver.3.2.2) DUO CONNECT

] ] ] ) Fig. 7. Screen shot of sample application using monocular vision system
Fig. 6. Configuration of experimental system

. ) ) . .. Figure 8 shows motion sequences and running time of each

Figure 6 _shows a conflggratlon of the experimental ViSiOfiread in this program. This program consists of a video
system. This system cgn5|sts of two CCD cameras with 8Hpturing thread, a DV signal decoding thread, an image
NTSC output, two media converters that can convert analggpjaying thread and a thread for calculating the elemgnt
audio and video signals to digital audio and video (DV} A and S. The video capturing thread runs in a constant
signals, two IEEE 1394 interface PCI boards and a persor@mpiing time 1/30 sec. The capturing thread and the others
computer installed the Linux OS. The versions of the Linu,e executed in parallel. The elementl, M andS are calcu-
kernel and the other software are also shown in Fig. 6. |ated based on the brightness changes between two time-series

| 'used the application programming interface (APN)[10jecoded images. The operation frequencies of the capturing
developed by myself for capturing DV image. By using thigng decoding threads are decided by the value_ef. The
AP, video capturing processes, DV signal decoding processggesholdth, ., and the distance among the green points are
image displaying processes and processes programmed Ryedided by the value afez. The operation frequencies of the
user can be multi-threaded and executed in parallel. It a|50d5§playing threads are decided by the valuextz. Although

able to capture images from plural video devices in real-timge sub-elementa_in, i_in and m_in were calculated, they
(30 frames/sec). A captured image is represented in the Y)re not used in this sample program.

color space and composed of 32480 pixels with 8 bits per

each color. This API is suit to develop programs where plural 1 1/30 [sec] 1 130 [sec]  Time
external and internal processes are running in parallel. Capture thread o g .
Decode thread 1 9 [msec] 1 9 [msgc]
B. Application Using Monocular Vision System | 8[msec] | 8lmsec]
This program had the only external information processing Calculate S, A, I, Mo -7—[55&1 """"""""""""""" -7—#&1 """"""""
flow and was simple. Moreover, only one CCD camera was b Acti o .
Active Sleeping

used in the program. Brightness changes, which can be ob-
tained by comparing each pixel included in two time series Fig. 8. Processing times of each thread
image frames, were used as stimuli.

Figure 7 shows a screen shot of the program. The stateCPU utilization was measured while the program was
of the program was in the NREM sleep at this momentunning. Its variation with time is shown in Fig. 9. The values
The resolution of the display was 1024 768 pixels. The of each parameter included in Egs.(1) and (2) were used
points where it was determined whether brightness changlat were shown by Egs.(8)(12) and the follows equations.
was more than the thresholti; .. or less were shown in Where, only parameters related to the eleménis written
green. In this program, the sensor density means the distage@n in the same with Egs.(8)12).
among green points. As its state was in the NREM sleep,
the sensor density for the external information process was Lwa-ez = Ta.acx = Tna_ex =5 [S€C] (13)
lowest. Moreover, ath, ., increased, the sensitivity to stimuli ~ Tw,a_in = Ta,a_in = Th,a_in = 5 [S€C] (14)
decreased. When the state is in the waking, all the pointsinthe (. .. = f. . .. = fu.ain = fra.in = 20 [s€C]  (15)



REM

— v T~

CPU load [%]

Relax

1 1 1 1
70 807 90100
~
NREM —

L
30!

R i\
20 40 TT50—_60 110
to t1 t2 T i1 1 [sec]

Fig. 9. Variation of CPU load with time using monocular vision system

In the waking state, image data was processed in
frames/sec, as a result, the CPU utilization was more than

%. After the change of image, in other words, stimuli from

external information had disappeared at the timethe CPU
utilization fell around 15% in the relaxing. After anotheT,
sec, it fell below 10% in the NREM sleep. In the REM sleep,

T, sec, the state of the information processing system related
to the camera 1 shifted to the relaxing, and that related to
the camera 2 stayed in the waking. As a result, the total
CPU utilization fell below 80%. When both of the cameras
received no stimulus, the utilization decreased further. This
result means that the function of the AIM model works well
and can control the ratio between two information processing
systems dynamically.
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it became around 1%. When the change of image occurredig-
at the timet, the external information processing began to
be executed actively again. The function of the AIM model

Variation of CPU load with time using a binocular vision system

makes it possible to make a margin of the CPU power for

other processing while no external stimulus is present.

C. Application Using Stereo Vision System

Image obtained
by cameral

é Stimulus sen.i.ﬂg’

V. CONCLUSION

| proposed a new mathematical model based on the AIM
state-space model for multiple vision. When a vision sensor
receives stimuli, external information obtained from the visual
sensor are mainly processed. When the external sensor hardly
receives stimuli, an execution frequency of external informa-
tion processing decreases, then large part of processing is
paused. This means that required processes are executed only
when needed, resources of a computing machine are made

"o points (in green)

SPHIGE

the

(1]
(2]

Fig. 10. Screen shot of sample application using stereo vision system [

Figure 10 shows a screen shot of another sample progr
using a stereo vision system. This program consists of two
external information processing systems. The each system is
equipped with one CCD camera. The state of Fig. 10 was thit
the information processing system captured the upper imagg
was in the relaxing mode, the other information processin
system captured the lower image was in the waking mode.
In the lower image, the points perceive brightness changes as
stimuli were shown in red. 8]

The variation of the CPU utilization with time is shown[l[g]]
in Fig. 11. At the timet, stimuli related to the camera 1
disappeared, the camera 2 continued to receive stimuli. After

effective use of. | confirmed the validity and effectiveness of

proposed AIM model with experimental results.

In this paper, only very simple stimuli, that were brightness
changes of pixels, were used in the application software.
In future work, | will try to increase kinds of stimuli and
implement internal information processes in the proposed
system.
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