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Abstract-- The goal of our COE program is to develop 
electronic neuro-devices that lead to realize dedicated 
VLSI chips. One of the fields in the COE program is 
the “Brain-Like Integrated Circuits.” The aims of the 
filed are to design brain-like hardware models based 
on the knowledge obtained in the other fields and to 
implement their model in dedicated VLSI device. We 
take three different approaches, such as real time 
vision processing, multi-modal sensory systems and 
central nervous information processors (brain-like 
computer), to the final goal (Brain-like VLSI). In this 
paper, some projects toward the goal of our field in 
our COE program are briefly discussed.  

I. INTRODUCTION 

Our program “The World of Brain Computing 
Interwoven out of Animals and Robots” headed by 
Takeshi Yamakawa was selected in 2003 as a 21st 
Century Center of Excellence (COE) Program of the 
Ministry of Education, Culture, Sports, Science and 
Technology, Japan. The aim of our COE program is to 
develop electronic brain-devices that lead to realize 
dedicated VLSI chips including memory devices, sensory 
devices, information integration devices, motor control 
devices and so on, which consists of five fields: 
Neurophysiology and Electrochemistry, Psychology and 
Human Operation, Mathematics and Linguistics, 
Brain-Like Integrated Circuits, and Robotics.    

The role of our field “Brain-Like Integrated Circuits” 
is to design brain-like hardware models based on the 
knowledge obtained in the other fields and to implement 
their model in dedicated VLSI device, which occupies the 
most important position in our COE program. Now, we 
take three approaches to the final goal from different 
aspects such as real time vision processing based on 
biological architecture, multi-modal sensory systems 
based on biological sensory mechanism which obtains 
information about our surroundings without depending on 
any environmental changes and central nervous 
information systems (brain-like computer) which emulate 
human’s highly brain functions.  

In the human sensory systems, vision plays the most 
important role. The visual information processing in the 
brain is mainly performed in two pathways; the ventral 
pathway for object shape recognition and the dorsal 

pathway for object movement recognition. In order to 
develop the brain-like visual processing systems using the 
current VLSI technology, our first research target is to 
design feature-detection VLSIs for real-time object shape 
recognition. If such VLSIs are realized with sufficient fast 
processing speed, movement detection can also be 
achieved. One of authors have developed various image 
processing LSIs such as resistive-fuse network LSIs for 
coarse region segmentation [1-4], nonlinear oscillator 
network LSIs for image region extraction [5-7], Gabor 
filtering LSIs for feature extraction [8-11], and 
convolutional neural network LSIs for image detection 
[12]. Section II describes design of Gabor filtering LSI, 
which achieves the function of the primary visual cortex 
(V1), using the merged analog-digital circuit architecture. 

Decision making in human brain demands rich 
information about the outer world without depending 
upon any environment changes. We synthesize 
information obtained from five senses in real time and 
decide our action well. A development of sensory systems 
based on biological and physiological mechanism of 
human’s sensory systems is one of the key studies for 
brain-like information systems. In section III, brain-like 
sensory system is focused. As an example of the 
human-like sensory systems, image pre-processing based 
on a degree of the perceptually importance is presented. 
The system employs a basis function network scheme, 
which has a good local adaptability and a simple parallel 
architecture suitable for silicon implementations. As 
applications of the proposed method, a facial feature 
extraction and headline areas extractions are presented. 
Furthermore some studies collaborated with other fields' 
researchers in our COE program is also briefly described. 

The Self-Organizing Map (SOM) was proposed by 
Teuvo Kohonen [13] by the inspiration of the brain 
activity to map the outside world onto the cortex, where 
nearby stimuli are coded on nearby cortical areas. The 
SOM algorithm is a simplified model of such a mapping 
process, and thus has been used in wide range of 
technical applications, such as pattern recognition, data 
analysis, control tasks and so on. It is, however, very 
difficult to apply the SOM to applications in which 
real-time processing is required. Several SOM learning 
algorithms aiming at the speed-up and hardware 
implementation have been proposed [14]-[19]. In this 
section, a new fast learning algorithm and hardware 



  

implementation employing rough comparison WTA 
(Winner-Take-All) are proposed to realize SOM learning 
with high speed and high accuracy.  

II. A PIXEL-PARALLEL GABOR FILTER LSI BASED ON 
MERGED ANALOG/DIGITAL ARCHITECTURE 

Gabor wavelet transformation (GWT) is a model of 
simple cells in the primary visual cortex. It is also known 
as a powerful image feature extraction method for 
practical image recognition. GWT extracts local spatial 
frequency components with a given orientation because it 
has a sinusoidally-waving convolution kernel localized 
by a Gaussian window function. Since GWT requires 
huge computational power, pixel-parallel hardware 
implementation is suitable for real-time image processing. 
Such massively parallel operation is one feature of 
brain-like information processing. 

Morie et al. have proposed a new GWT algorithm that 
can achieve pixel-parallel operation with only 
nearest-neighbor connections [9]. This algorithm is based 
on the cellular neural network model using double-layer 
resistive-networks proposed by B. E. Shi [20], but our 
algorithm realizes accurate Gabor filtering while Shi's 
model realizes Gabor-like filtering with an exponential 
shape window functions.  

To implement this algorithm, Morie et al. has proposed 
a pixel-parallel Gabor filter LSI based on our merged 
analog/digital LSI architecture, which has advantages of 
both digital and analog approaches by using pulse 
modulation signals [8,10]. Their LSI architecture has a 
2-D pixel-circuit array corresponding to the pixel array. 
Because Gabor coefficients are expressed by complex 
numbers, the pixel circuit at pixel (m,n) treats state 
variables Vr(m,n) and Vi(m,n), which correspond to the 
real and imaginary parts, respectively, as shown in Fig. 1 
(a).  The Gabor coefficients are obtained by repeating 
update of each state variable provided that the initial 
value of each Vr is set at the corresponding pixel value of 
the input image. Each updating value is obtained by 
multiplying the difference between Vr/i of the target pixel 
and that of a neighboring pixel by the corresponding 
connection coefficient.  By changing the connection 
coefficients, arbitrary GWT can be realized. 

The real part of the pixel circuit is shown in Fig. 1 (b). 
The imaginary part is identical except for the 
pixel-data-input circuit. The value of Vr/i is stored as 
charges at capacitor Co and is converted into a PWM 
signal by voltage-to-pulse converter VPC. The VPC 
consists of an auto-zero clocked comparator. Selector 
SEL extracts two PWM signals from the neighboring 
pixel circuits and the own circuit. Subtraction circuit SUB 
calculates the difference between the two PWM signals. 
A PWM signal whose pulse width is proportional to the 
absolute difference value appears at node Diff and the 
sign bit of the difference appears at node Sign. The sign 
bit can be reversed by Rev. The PWM signal switches the 
current source I+ or I- according to the sign bit. Thus, Vr/i 
at each pixel circuit are updated in parallel.  
 

 

Fig. 1: Pixel-parallel GWT processor LSI 
architecture (a), and pixel circuit (b). 

   Morie et al. designed and fabricated a Gabor filter 
LSI using 0.35µm CMOS technology [10]. The layout 
result and a chip micro-photograph are shown in Fig. 2. A 
Gabor impulse response was obtained in the measurement 
of the fabricated LSI chip as shown in Fig. 3. The result 
was nearly identical with the corresponding ideal Gabor 
impulse response. A stripe-pattern detection by using the 
LSI chip are also verified. When the updating cycle is 1 
MHz, the operation performance of this LSI is 26 GOPS.  

 
Fig. 2: Layout result of pixel circuit (a) and 
micro-photograph of the fabricated LSI (b). 

 
Fig. 3: Measurement result of the fabricated 
LSI chip for Gabor impulse response. The 
input pixel value was only given at (5,5). 
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III. SENSORY INFORMATION PROCESSING FOR 
BRAIN-LIKE INFORMATION SYSTEMS 

One of the keys for realization of the Brain-like 
information system is how to obtain the information 
about the outer world effectively. In this session, sensory 
information processing as human-like information 
acquisition system is described. 

Image pre-processing based on the degree of the 
perceptually importance 

 Visual information is the most important source 
which contains rich information about our surroundings. 
These data is so huge to treat in real-time. All of that 
information is not necessary for us to take an appropriate 
action. Our real time judgment is done based on limited 
information which is more attractive area of image. Here, 
as a kind of human-like image pre-processing, Miki has 
proposed an effective feature extraction method [21, 22] .  

The proposed model is based on the simplest 
wavelet network [23] and has been improved to hardware 
oriented one [24]. The output of the proposed network is 
defined by a linear conjunction of weighted basis 
functions ),( yxW ψ⋅ described as:  
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where a is a level, bk and bl are a number of basis 
functions on x- and y-axis, respectively. The proposed 
network has a multi-level structure. Each level consists of 
one or more basis functions of which support size is 
different every a level. As a level becomes high, the 
support size of the basis function becomes narrow. The 
support size is corresponding to a spatial frequency. To 
approximate an image by using the network is to 
decompose the image into partial components according 
to spatial frequency. In our method, a specialized feature 
image can be obtained by decomposition with unique 
basis functions which selected with appropriate for the 
purpose. 

The feature extraction process consists of two steps. 
One is decomposition and the other is reconstruction. In 
the decomposition process, the network decomposes the 
original image into the weighted basis functions. After 
that, in the reconstruction process, the output image can 
be obtained by reconstruction with the weighted basis 
functions which are selected based on a degree of 
perceptually importance. As an index of the perceptual 
importance, the concept of the curvature energy 
introduced in the three-component image model [25] is 
used. The curvature energy jiC ,  is given by Eq.(2) in 
our method. 
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where jix , represents the intensity value of the pixel (i, j). 
As an example of our applications, a human-like 

facial feature extraction from gray scale image is shown 
in Fig. x. Sample image is 256 x 256 pixels gray scale 
image with 256-level as shown in Fig. 4(a). The extracted 
image by our method is shown in Fig. 4(b). The results 
using proposed method show good extraction features. 

 

    
        (a)                    (b) 

Fig. 4: Result of the facial feature extraction using 
the proposal method, (a) Original image, (b) 
extracted image obtained by the proposed method 
 
The proposed method is also useful for highlighted 

area extractions [22, 26]. Highlighted area is designed so 
as to draw human's attention. Therefore, headline areas 
extractions are available in the same manner. Here, 
extractions of Japanese and English newspapers headlines 
by using the proposed method are examined as shown in 
Fig.5 and Fig. 6, respectively. The headline area can be 
successfully extracted. Here, the control parameter is the 
threshold for the curvature energy, which corresponds to 
the command given from the brain (the central 
processor). 

 

    
(a) (b)  

Fig. 5: Result of headlines extraction of Japanese 
newspaper, (a) original image, (b) extracted image 
obtained by the proposed method. 
 

    
        (a)                     (b)  

Fig. 6: Result of headlines extraction of English 
newspaper, (a) original image, (b) extracted image 
obtained by the proposed method. 



  

The 1-D hardware oriented model has been 
implemented in the Xilinx FPGA device and its real time 
ability has been confirmed [24, 27]. Now Miki et al. are 
designing the 2-D hardware model for real-time image 
pre-processing. 

Other sensory information processing projects 

Miki tries to develop of an emotion extraction system 
from speech signals. Human’s emotion involved in 
speech signals is very important information for our good 
communications. He has designed the emotion extraction 
system based on fuzzy theory and confirmed that the 
system achieves a good discrimination rate (more than 
75%) for realistic speech signals [28].  The system treat 
with basic six emotions (natural, anger, happiness, 
sadness, surprise and fear) and is a kind of KANSEI 
information system. Miki is designing sensors with cross 
talk because animal taste receptors appear to take 
advantage of the cross talk to increase the sensitivity  

Miki is also trying to design a single hardware taste 
bud cell (TBC) and will realize an electronic TBC 
network as a taste bud model. This project is pushed 
forward in collaboration with Yoshii and Tateno. Their 
final goal is to produce a bio-inspired silicon sensor [29]. 

IV. FAST LEARNING ALGORITHM FOR SELF-ORGANIZING 
MAP HARDWARE 

Yamakawa has proposed a fast learning algorithm for 
self-organizing maps (SOMs) which emulate an aspect of 
our brain function. The structure of the SOM is shown in 
Fig.7. The SOM consists of the input and the competitive 
layers that include M  and N  units, respectively. The 
j -th unit in the competitive layer is connected to all units 

in the input layer by the weight vector 
1[ ]j j ji jMw w ww = , , , ,L L . The SOM is trained using 

learning data set { 1 }l l Lx | = , ,L . We abbreviate the 
subscript l  except special cases. The procedure of 
learning of the SOM is as follows:  

0)  The weight vectors of all units in the competitive 
layer are initialized using random values.  

1)  The input vector 1[ ]i Mx x x x= , , , ,L L  is 
randomly selected from the set of learning data and 
it is applied to the input layer.  

2)  The distance between the input vector x  and 
weight vector jw of the j -th unit in the competitive 
layer is calculated as Euclidean distance. 

3)  The unit which has the minimum Euclidean 
distance is defined as the winner unit c . 

4)  The weight vectors of the winner unit and 
neighboring units are updated by:  

         ( 1) ( ) ( )( ( ))j j jt t t x tx w wα+ = + − ,  (3) 

where t  represents a learning step, and ( 1)j tw +  
and ( )j tw  are the weight vectors after and before 
updating, respectively. ( )tα is a learning coefficient.  

5)  The procedures 1 to 4 are repeated until that all data 
are selected. In the iteration the learning rate ( )tα  
and neighborhood area ( )cN t decrease with learning 
steps. For example, they are defined by: 
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where iα  and fα are the initial and final values of 

the learning coefficient, respectively. T  is a total 
number of learning steps. c iN ,  and c fN ,  are the 
initial and final values of the neighborhood area, 
respectively.  

 

Fig. 7: Structure of the SOM. 
 

Applying the input vectors to the input layer of the 
SOM after the learning, an input vector pairs with a small 
distance between them make the corresponding winner 
units to be close to each other. 

In learning of the SOM, procedures are divided to 
following three parts. (1) calculating distance, (2) 
defining winner unit and (3) updating weight vector. 
Recently the VLSI technology makes learning at all units 
in the competitive layer in parallel and processing time 
for the procedures can be easily reduced. Winner unit is 
obtained by a new fast WTA algorithm with high 
accuracy. The distribution of weight vectors in the initial 
stage of learning is disorderly arranged. The main 
purpose of this learning stage is that the weight vectors 
are is rearranged orderly. It means that the strict definition 
of the winner unit is not required. Therefore, Yamakawa 
proposes a fast WTA algorithm which performs rough 
comparison in the early stage and performs strict 
comparison in later stage.  

Fig.8 shows the concept of proposed rough comparison 
WTA algorithm. In Fig.8, distance between the input 
vector and the weight vector is represented as 8 bits. In 
the input (weight) vector space (bottom-left in Fig.8), the 
weight vectors of the units 1, 3, 4 and 5 are allocated in 
the white circle. It means that the distances between the 
input vector and these weight vectors can not be 
distinguished. A number of clocks required for WTA can 



  

be reduced by using this algorithm. Fig.9 shows the WTA 
circuit for the proposed WTA algorithm. 

 

 
 
Fig. 8: Concept of rough comparison WTA algorithm. 
 

 
                   (a) 
 

 
                   (b) 
Fig. 9: WTA circuit for new WTA algorithm. (a) 
WTA cell, (b) winner selector cell. 
 
In order to investigate the effects of the proposed 

algorithm and hardware, the SOM hardware is designed 
in VHDL using the Xilinx Alliance tools and synthesized 
using the Leonardo Spectrum FPGA compiler. And the 
hardware simulation using the ModelSim SE is done. A 
personal computer is used as a reference. Fig.10 shows 
calculation time corresponding to the number of 
competitive units. Although calculation time of the 
software simulation increases in proportion to the number 
of units, that of the designed hardware does not change. 
In case of a large-scale simulation, the difference of 

calculation time becomes prominent. Table 1 shows the 
comparison of the proposed SOM hardware with other 
five ones, where the best performance of the learning is 
used. The MANTRA I is a massively parallel system 
based on a bidimensional systolic array of up to 1600 
processing elements (PE) [14]. Its best performance is 14 
MCUPS. The PARNEU general-purpose partial tree 
computer implemented the SOM. The system achieves 
the best performance of 8 MCUPS with four processing 
units. Various implementations of the SOM have been 
presented with the CNAPS neurocomputer [16]. The best 
performance of 446 MCUPS has been presented in the 
CNAPS system with 512 processing elements [16]. The 
architecture of NBX-VME system for the SOM is 
massively parallel [17]. It achieves the best performance 
of 1318 MCUPS when all neurons are updated during 
learning. The rapid prototyping system RAPTOR2000 
can implement the very large scale neural networks, such 
as NBX-SOM [18]. It can be equipped with five Xilinx 
Vertex-E or Vertex-II FPGAs modules. Using Virtex-II 
XC2V6000-6 devices, it achieves the best performance of 
12976 MCUPS [19]. As the result of comparison using 
MCUPS, the performance of the proposed hardware was 
superior to other implementations. 

 

 
 
Fig. 10: Calculation time corresponding to the 
number of competing units. 
 
Table 1: Comparison of calculation performance of 
various SOM hardware.  

 
 

V. SUMMARY 

The role of our field “Brain-Like Integrated Circuits” 
is to design brain-like hardware models based on the 
knowledge obtained in the other fields and to implement 
their model in dedicated VLSI device. As resent research 
results of our field, in this paper, the pixel parallel Gabor 



  

filter LSI for real time image processing, the human-like 
feature extraction algorithm based on a basis function 
network scheme and the self-organizing map hardware 
with fast learning mechanism were presented. These 
results are the first step of our project.   

When results of all fields in our COE program will be 
synthesized organically, the brain-like information 
processor would be created. In order to develop the 
brain-like dedicated VLSI, we must treat with not only 
mathematical (logic-base) models but also the 
biology-base models, the physiology-base models and 
psychology-based models. At this point, our field is very 
important role in our COE program. We must also seep 
out of our own field into the neuroscience for 
collaboration. 
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