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Abstract— In this paper, we propose a new thresholding
algorithm. This algorithm works under a severe constraint: each
pixel in a processed image must be derived from only information
of the neighboring pixels. This constraint is very important for
a low cost device such as a mobile camera, because it makes
possible to process each pixel in parallel. The proposed algorithm
deals with gray-scale images, and determines the threshold based
on edge information. The proposed algorithm is represented by
local and parallel image processing and has been tested using 104
scenery images. The result shows that the proposed algorithm can
binarize images.

I. INTRODUCTION

In recent years, image processing for supporting people with
visual impairment is popular[1]-[4]. On the other hand, vision
chips attract much attention[5][6]. Especially, a vision chip
comprising massive processing elements (PEs) will play an
important role for a system LSI in a 3G cellular phone with a
mega-pixel mobile camera. We, therefore, have developed an
algorithm of image processing for such a vision chip.

Our target vision chip comprises many PEs which carry
out processing individually, in parallel, but they can work
synchronously for some specific periods of a clock, according
to a timeout mechanism[7]-[9]. Although they can communi-
cate with only their four neighbors asynchronously via some
physical connections. They can logically communicate with
some other neighboring PEs by transmitting their data in order.
Therefore, they can successively carry out local processing,
synchronizing with each other. We call such processing local
and parallel image processing.

Fig.1 shows rough sketch of our target vision chip on which
the proposed algorithm works.

Each PE can deal with up to 900 pixels. Each PE is capable
of 16 bit shift operation and multiplication.

Features of our target vision chip are parallel processing
and low cost. It can downsize systems because it needs little
electricity to work. It also can process an image rapidly due
to parallel processing.

However, special algorithms composed of local and parallel
processing are necessary to make use of this kind of vision
chip. Therefore, in this paper, we propose a new thresholding
algorithm using local and paralell processing suitable for our
target vision chip
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Fig. 1. A vision chip for local and parallel processing

Thresholding is an important process which is often used
in automatic extracting[10][11]. Thresholding has much effect
on post-processing. As a result, bad thresholding degrades the
total performance[12].

The proposed algorithm uses only edge information and
is composed of local and parallel processing suitable for an
above vision chip.

In this paper, chapter 2 explains general thresholding.
Chapter 3 explains the proposed algorithm, chapter 4 shows
the effectiveness of the proposed algorithm by presenting the
results of the computer simulations. Chapter 5 concludes this
paper.

II. THRESHOLDING

The purpose of the thresholding is separating the target
object from the background. Even if the same image, proper
threshold is different depending on the target object.

Research of thresholding has a long history. The method
focused on concentration distribution[13] and the method
focused on edges[10] have been proposed. However, these
methods need global information. These methods are not
suitable for our target vision chip.

There are many cases which one threshold is calculated for
one image. It is difficult to get good results for various images
using these methods.



III. PROPOSED ALGORITHM

The proposed algorithm uses edge information. It is com-
posed of the following steps: smoothing, edge detection,
threshold detection, and thresholding. Of course, they are
represented by the local and parallel image processing. Fig.2
shows the flow of the proposed algorithm.

Input image

Edge detection

Threshold detection

Thresholding

Output image

Smoothing

Fig. 2. Procedure of proposed algorithm

A. Definition of neighbors

Local and parallel image processing is realized using infor-
mation of neighboring pixels. In the image X , the pixel value
at (i, j) is expressed as x(i, j). Pq

i, j, the neighboring set of (i, j),
is expressed as follows,

Pq
i, j = {(l,m)

∣∣∣ i− r ≤ l ≤ i + r,

j− r ≤ m ≤ j + r, (l,m) �= (i, j)}.
(1)

In equation (1), r is neighbor length: the number of neigh-
boring pixels q is expressed as follows,

q = (2r +1)2 −1. (2)

In other words, q = 8,24,48 · · ·, when r = 1,2,3, · · ·. When
neighboring pixels exceed the range of the image, such pixels
are substituted for the bordoring pixels. This indicates that all
pixels have the same number of neighboring pixels.

B. Smoothing

Pixel values of inputted image X are smoothed as follows,

xnew(i, j) =
1
8 ∑

(l,m)∈P̂8
i, j

x(l,m) (3)

and

P̂q
i, j =

{
(l,m) if |x(i, j)− x(l,m)| ≤ D
(i, j) else.

(4)

When difference in pixel value between targeted pixel (i, j)
and the neighboring pixel (l,m) is more than D, x(i, j) is
substituted for x(l,m). This processing makes an image smooth
preserving edges.

The target objects often have high contrast with their back-
ground in images. This smoothing can hold down unevenness
of color depth in one region highlighting necessary edges. The
proposed algorithm uses Laplacian filter to detect edges. This
kind of spatial filter is affected by the noise if it is used without
modification. If this smoothing is not used, many unnecessary
edges are detected at the next step. For example, changes in
color depth which human beings don’t sense are often detected
by computers. It divides one region into plural regions.

This smoothing can combine the regions which have gradual
changes into one region. The smoothing is operated N times.

C. Edge detection

After the smoothing, edges are detected. Laplacian filter is
used for edge detection. Fig.3 shows Laplacian operator.
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Fig. 3. Laplacian filter

Using the Laplacian filter, an edge image E is created from
a grayscale image X . Each pixel of the edge image E is
presented as follows,

e(i, j) =




1 if
[
8 · x(i, j)− ∑

(l,m)∈P8
i, j

x(l,m)
]

> x(i, j)

0 else.

(5)

Using Laplacian filter, the part which has great changes
in pixel value is detected in equation (5). Then, the result is
compared with the target pixel. Pixels having high pixel value,
namely bright pixels are detected as edges.

D. Threshold detection

After edge detection, candidate values of the threshold
c(i, j) are calculated at edge pixels. Threshold candidate C
is calculated as follows,

c(i, j) =




x(i, j)+ min
(l,m)∈P8

i, j

x(l,m)

2 if e(i, j) = 1

0 else.

(6)

In equation (6), min[·] means minimum in [ ].
At the neighbor of edge pixels, the part having the biggest

gradient is detected. Intermediate value between the bright
pixel and the dark pixel is threshold candidate. Therefore,
equation (6) calculates intermediate values between edge pixel
and the minimum value of neighbor of the edge pixels.



E. Thresholding

Based on threshold candidates, threshold t(i, j) is calculated
at each pixel. This is represented as follows,

t(i, j)=




Ave[Fq
i, j] if ∑

(l,m)∈Pq
i, j

c(l,m) > 0

0 else
(7)

and

Fi, j = {c(i, j)|c(i, j)> 0}. (8)

In equation (7), Ave[·] means average. In equation (8), Fi, j

is the set of c(i,j) which is more than 0.
After the threshold set T is calclated, thresholding is done

using each t(i, j). This operateion is represented as follows,

y(i, j) =
{

1 if x(i, j) < t(i, j)
0 else.

(9)

Here, y(i, j) is a pixel value of binary image Y . In equation
(9), adjusting neighbor length, the object which has specific
size can be extracted.

IV. COMPUTER SIMULATION

In order to show the usefulness of the proposed algorithm,
we carried out computer simulations.

A. Effect of smoothing

First we verified the effect of smoothing. We tested the
proposed algorithm changing the number of smoothing N .
Fig.4 shows edge images, Fig.5 shows results of thresholding.

N = 0 N = 1

N = 10N = 5

Fig. 4. Differences in edge

In Fig.4 and Fig.5, N means the number of smoothing. From
these figures, we can see that unnecessary edges are detected
when the number of smoothing is too small. This constricts
proper thresholding. Since the proposed algorithm uses edge
information, smoothing is necessary.

N = 0 N = 1

N = 10N = 5

Fig. 5. Differences in thresholding

B. Application to character extraction

Research of character extraction from scenery images is
popular[14]-[16]. Characters and figures have much informa-
tion in the shapes rather than light and shade. Therefore,
thresholding is often used as preprocessing.

We used 104 senery images taken by usual digital camera.
We compared the proposed algorithm and discriminant anal-
isys method.

Discriminant analysis is the method to calculate threshold
statistically. It divides pixels into two classes based on density
histogram. It is known as a good method to binarize[17].

Input images are grayscale and 640×480 pixels. 20 images
were used for setting parameter, and the other 84 images were
used for the evaluation.

Here, we define the extraction rate as follows,

[Extraction rate]

=
number of extracted character
number of characters in image

×100[%].
(10)

Fig.6 and Fig.7 show some examples of input and the output
images. In image1 - image8 of Fig.6 and Fig.7, top is original
image, middle is a result of discriminant analysis, and the
bottom is a result of the proposed algorithm.

From image4 in Fig.6 and image8 in Fig.7, there are some
cases that discriminant analysis can’t binarize images properly.
On the other hand, the proposed algorithm can binarize low
contrast images properly.

Table I shows conditions of computer simulations. The
values of parameter were determined based on preliminary
simulations. Table II summarizes the result of computer sim-
ulations.



image 1 image 2

image 3 image 4

Top : input
Middle : discriminant analisys
Bottom : proposed

Fig. 6. Examples of computer simulations

image 5 image 6

image 5 image 6

Top : input
Middle : discriminant analisys
Bottom : proposed

Fig. 7. Examples of computer simulations



TABLE I

PARAMETERS OF PROPOSED ALGORITHM

parameter value
N at smoothing (%) 5
D at smoothing (%) 25
r at thresholding (%) 5

TABLE II

A RESULT OF COMPUTER SIMULATION

proposed discriminant analysis
extraction rate (%) 89.3 85.1

Next, we applied the proposed algorithm to images changing
parameters. The results of this simulation is summarized in
Fig. 8.

Fig. 8. Extraction rate of proposed algorithm

From this figure, increase of smoothing times improves
extraction rate. However, when smoothing is repeated too
many times, extraction rate degrades.

The extraction rate of the proposed algorithm was up
to 90.0%, and 87.5% at minimum. The extraction rate of
discriminant analysis was 85.1%. The proposed algorithm
worked well despite the severe constraint: each pixel of a result
image must be derived from only information of their neighbor
pixels.

V. CONCLUSION

In this paper, we proposed a new thresholding algorithm
for local and parallel processing. This algorithm works under
a severe constraint: each pixel in a result image must be
derived from only information of their neighboring pixels. This
constraint is very important for a low cost device like a mobile
camera.

In simulations, the proposed algorithm has been tested for
104 scenery images. The result shows that the algorithm can
binarize images with proper threshold.
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