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Abstract—When therapy using IFN (interfer on) medication for
chronichepatitis patients,variousconceptualknowledge/ruleswill
benefit for giving a tr eatment. In this paper, we describean ongo-
ing work on using various data mining agentsincluding the GDT-
RS inductive learning systemfor discovering classificationrules,
the LOI (learning with ordered information) for discovering im-
portant features, as well as the POM (peculiarity oriented min-
ing) for finding peculiarity data/rules,in a multi-p haseprocessfor
multi-aspect analysisof the hepatitis data. Our methodologyand
experimental resultsshow that the perspective of medical doctors
will bechangedfr om asingletypeof experimentaldata analysisto-
wards a holistic view, by using our multi-aspect mining approach.

I . INTRODUCTION

Multi-aspect miningin amulti-phaseKDD (KnowledgeDis-
covery and Data Mining) processis an important methodol-
ogy for knowledgediscovery from real-life data[2], [7], [11],
[12]. Therearetwo main reasons why a multi-aspect mining
approachneeds to beusedfor thehepatitis dataanalysis.

Thefirst reasonis thatwe cannot expect to developa single
dataminingalgorithm for analyzingall mainaspectsof thehep-
atitis datatowards a holistic view sincecomplexity of thereal-
world applications. Hence,variousdatamining agentsneedto
be cooperatively usedin the multi-phasedatamining process
for performingmulti-aspectanalysisaswell asmulti-level con-
ceptual abstractionandlearning.

Theotherreasonis thatwhenperforming multi-aspectanal-
ysis for complex problemssuchasthehepatitis datamining, a
datamining taskneedsto bedecomposedinto sub-tasks.Thus
thesesub-taskscanbesolvedby usingoneor moredatamining
agents that aredistributedover different computers. Thusthe
decompositionproblem leadsus to the problem of distributed
cooperativesystemdesign.

Morespecifically, whentherapy usingIFN (interferon)med-
icationfor chronic hepatitis patients,variousconceptualknowl-
edge/rules will benefit for giving a treatment. The knowl-
edge/rules, for instance,include (1) when the IFN shouldbe
usedfor a patient so that he/shewill be able to be cured, (2)
whatkindsof inspectionsareimportantfor adiagnosis,and(3)
whether somepeculiardata/patternsexist or not.

In this paper, we describeanongoing work on usingvarious
datamining agents including the GDT-RS inductive learning
systemfor discovering classificationrules [8], [13], the LOI
(learning with orderedinformation)for discovering important

features[4], [14], as well as the POM (peculiarity oriented
mining) for findingpeculiarity data/rules[15], for multi-aspect
analysisof thehepatitisdatasothatsuchrulesmentionedabove
canbediscoveredautomatically.

Weemphasizethatbothpre-processing/post-processingsteps
areimportantbefore/afterusingdataminingagents. In particu-
lar, informedknowledgediscovery, in general, usesbackground
knowledgeobtainedfrom experts (e.g. medicaldoctors) about
a domain (e.g. chronic hepatitis)to guidea discovery process
with multi-phasesuchaspre-processing,rulemining, andpost-
processing,towards findinginterestingandnovel rules/features
hiddenin data.Backgroundknowledgemaybeof severalforms
includingrulesalready found, taxonomic relationships, causal
preconditions,orderedinformation,andsemanticcategories.

In our experiments, the result of the blood test of the pa-
tients,who performedINF beforestartingmedication, is first
pre-treated. After that,thepre-processeddataareusedfor each
datamining agent,respectively. By using the GDT-RS, the
ruleswith respectto know whetheramedicaltreatment is effec-
tiveornot,canbefound. And,byusingtheLOI, whatattributes
affect themedical treatmentof hepatitis� greatlycanbeinves-
tigated. Our methodology andexperimentalresultsshow that
theperspective of medical doctors will bechangedfrom a sin-
gle typeof experimentaldataanalysistowards a holistic view,
by usingourmulti-aspectmining approach.

Therestof thepaperis organizedasfollows. Section2 de-
scribeshow to pre-processthe hepatitisdataand decide the
thresholdvalues for condition attributesaccording to theback-
ground knowledge obtained from medicaldoctors. Section3
gives the main resultsmined by using the GDT-RS and the
post-processing.Section4 discussesthe analysisandevalua-
tion of theresultsgivenin Section3, basedon a medicaldoc-
tor’s adviceandcomments. Thenin Section5, we extendour
systemby addingtheLOI (learning with ordered information)
andPOM (peculiarity orientedmining) datamining agents for
multi-aspectminingandanalysis.Finally, Section6 gives con-
clusions.

I I . M INING BY GDT-RS

A. Pre-processing

1) Selectionof Inspection Data andClassDetermination:
We usethefollowing conditions to extractinspectiondata.� Patientsof chronichepatitistype � whomaybemedicated

with IFN.



� Patientswith the dataof judging the IFN effect by using
wheth� er ahepatitisvirusexistsor not.� Patientswith inspectiondatacollectedin oneyearbefore
IFN is used.

Thus,197patientswith 11condition attributesasshown in Ta-
ble I areselectedandwill beusedin ourdataminingagents.

TABLE I
CONDITION ATTRIBUTES

T-CHO CHE ALB TP
T-BIL D-BIL I-BIL PLT
WBC HGB GPT

Furthermore,the decisionattribute (i.e. classes)is selected
accordingto aresultof judging theIFN effectby usingwhether
ahepatitisvirusexistsor not. Hence,the197extractedpatients
canbeclassifiedinto 3 classesasshown in TableII.

TABLE II
THE DECISION ATTRIBUTE (CLASSES)

class Theconditionof thepatientafterIFN # of patients
R Disappearanceof thevirus 58
N Existence of virus 86
? Reliability lackof data 53

2) Evaluation of ConditionAttributes: As shown in Fig. 1,
thecondition attributesareevaluatedasfollows.

1) All the inspectionvalues in oneyearbeforeIFN is used
for eachpatientaredivided into two groups,thefirst half
andthesecondhalf of theinspectionvalues.

2) When the absolutevalueof the differencebetweenav-
eragevaluesof the first half andthe secondhalf of the
inspection valuesexceedsthethreshold, it is estimatedas
up or down. Otherwise,it is estimatedas “–” (i.e. no
change). Moreover, it is estimatedas “?” in the case
wherenot inspection dataor only once(i.e. a patientis
examinedonly once).

The distance of ‘the average of the first half’
and ‘theaverage of the second half’

IFN medication start1year before

first half second half

Inspection values which exist in 1year

� ���
	 � �� ����	 � � 	
Time

Fig. 1. Theevaluation methodof condition attributes

Furthermore, the thresholdvalues can be decided as fol-
lows.� The thr esholdvaluesfor eachattrib ute exceptGPT are

setupto 10%of thenormal rangeof eachinspectiondata.
As thechange of a hepatitispatient’s GPTvaluewill ex-
ceedthenormal rangegreatly, the threshold valuefor the
GPTneedsto becalculatedin a morecomplex methodto
bedescribed below. Thethreshold valuesusedfor evalu-
atingeachcondition attributeis shown in TableIII.� The thr esholdvaluefor GPT is calculatedasfollows. As
shown in Fig. 2, thestandarddeviationof thedifferenceof
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A difference with the last value

The number of times of inspection

Fig. 2. Standard deviation of thedifference of adjacentvalues

theadjacent testvaluesof eachhepatitispatient’s GPT is
first calculated,respectively; And thenthestandarddevia-
tionof suchstandarddeviationis usedasathresholdvalue.
In theGPTtest,let � bethenumber of patients,��������������! the time of test(thatmaybe different for each
patient), "#�%$&�'���)(*�+�'�),-�. thedifferenceof adjacent
testvalues.Thus,the threshold valueof GPTcanbecal-
culatedin thefollowing equation.
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where MO�Q�'�R�S�T�U�! is thestandarddeviation of the
difference "2�%$ of thetestvaluethat is calculatedfor each
patient,respectively, and M is theaveragevalueof MV� .

Finally, thethreshold valuesaresetupasshown in TableIII.

TABLE III
THE THRESHOLD VALUES FOR EVALUATING CONDITION ATTRIBUTES

T-CHO W 9.5 CHE W 25 ALB W 0.12 TP W 0.17
T-BIL W 0.1 D-BIL W 0.03 I-BIL W 0.07 PLT W 20
WBC W 0.5 HGB W 0.6 GPT W 54.56

B. Main Results

1) Rule Discovery by GDT-RS: GDT-RS is a soft hy-
brid inductionsystemfor discoveringclassificationrulesfrom
databaseswith uncertain and incomplete data[8], [13]. The
systemis basedonahybridization of theGeneralization Distri-
butionTable(GDT)andtheRough Setmethodology. Themain
featuresof GDT-RSarethefollowing:� Biasesfor searchcontrol canbeselectedin aflexible way.

Backgroundknowledgecanbeusedasabiasto control the
initiation of GDT andin therulediscovery process.� The rule discovery process is orientedtoward inducing
rules with high quality of classificationof unseenin-
stances.Therule uncertainty, including theability to pre-
dict unseeninstances,canbeexplicitly representedby the
rulestrength.� A minimal setof ruleswith the minimal (semi-minimal)
descriptionlength, having large strength, andcovering of
all instancescanbegenerated.� Interestingrulescanbe induced by selectinga discovery
targetandclasstransformation.

In the experimentalresultsat the accuracy 60%, only the
ruleswith which thenumberof condition attributesis lessthan



TABLE IV
RULES WITH RESPECT TO CLASS X

rule-ID rule& accuracy
001 GPT(up)& (10/16)=62%
002 T-CHO(down) Y PLT(down) & (6/9)=66%
003 T-BIL(up) Y GPT(down) & (3/4)=75%
004 TP(down) Y GPT(down) & (3/4)=75%

TABLE V
RULES WITH RESPECT TO CLASS Z

rule-ID rule& accuracy
101 D-BIL(down) & (26/43)=60%
102 T-CHO(down) Y I-BIL( down) & (7/11)=63%
103 I-BIL(down) Y WBC(down) & (7/8)=87%
104 D-BIL(up) Y PLT(down) & (4/6)=66%
105 TP(up) Y I-BIL(down) & (5/6)=83%
106 TP(up) Y T-BIL(down) & (4/6)=66%
107 TP(up) Y PLT(down) & (4/5)=80%
108 CHE(up) Y T-BIL(down) & (2/4)=50%

or equalto threeareextracted.This is becauseit will become
unclear if the number of condition attributes increases. Ta-
blesIV andV show suchrulesthataredivided into classes[
and \^] respectively.

2) Resultsof Post-processing: As a post-processing,we
checked eachdiscovered rule covers what patient(s)related
data. Table VI shows the results, where the _;`=M�(a��(Nb#c (or\dc�egfh��(Nb#c ) ihj meansthat the patientis covered by a rule as
a kl`=M�(a��(abhc (or mnc�e#fh��(abhc ) instance.Fromthis table,we cansee
it becomesclear that what patientgroup is covered by what
rule. Henceit is usefulfor findingthemainfeaturesof apatient
group.

TABLE VI
PATIENTS COVERED BY RULES WITH RESPECT TO CLASS X

rule-ID PositivepatientID NegativepatientID
001 158 351 534 547 778 35 188 273 452

801 909 923 940 942 623 712
002 91 351 650 703 732 169 712 952

913
003 431 592 700 122
004 37 71 730 122

As anexampleof post-processing,TableVIII showsapartof
resultof thepost-processingabout class[ . Here“+” and“–”
denote the patientcoveredby a rule asa positive or negative
instance,respectively. For example, rule 001 is coveredby the
patientIDs: o 158, 778, 801, 909, 923, 940, 942p .

C. AnalysesandEvaluations

Theresultsderived by theGDT-RSandpost-processinghave
beenevaluatedby a medicaldoctorbasedon acceptabilityand
novelty of eachrule. The evaluations of the rulesaredivided
into five stages:1 is the lowestand5 is thehighestevaluation
for acceptabilityandnovelty of eachrule.

TABLE VII
PATIENTS COVERED BY RULES WITH RESPECT TO CLASS Z

rule-ID Positive patientID Negative patient ID
101 2 104 125 182 184 37 71 133 169

191 203 208 239 290 180 206 248 276
546 439 493 498 529 413 593 610 683
578 585 634 652 653 702 713 732 771
669 715 719 743 750 948
756

102 2 239 563 634 652 169 413 650 732
653 952

103 2 138 208 432 578 413
653 736

104 187 260 289 712 703 778
105 72 182 219 546 35

920
106 72 182 219 546 180 610
107 104 182 260 535 180
108 210 634 180 683

TABLE VIII
POST-PROCESSING ABOUT CLASS X

PatientID rule 001 rule 002 rule 003 rule 004
35 –
37 +
71 +
78
91 +
122 – –
158 +
169 –
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1) Evaluation of Rules: From the viewpoint of the rules
with ahighersupport (e.g.rule-001andrule-101), weobserved
that� It will healup in many casesif a patientis medicatedwith

IFN at thetimewhenGPTis goingup(hepatitis is getting
worse);� It does not healup in many casesevenif a patientis med-
icatedwith IFN at thetimewhenD-BIL is descending.

Furthermore,thefollowing two pointsontheeffectof IFN is
understoodclearly.� It is relevant to different typesof hepatitisviruses;� It is hardto beeffective whentherearelargeamountsof

hepatitisvirus.
Hence,we canseethat rule-001and rule-101 do not conflict
with theexistingmedicine knowledge.

From the two rules,the hypothesis: “IFN is more effective
whentheinflammation of hepatitisis stronger” canbeformed.
Basedon this hypothesis,we canevaluatetherulesdiscovered
asfollows.� In classR, the acceptabilityof the rules with respectto

aggravation of liver functionwill begood.



TABLE IX
EVALUATION OF RULES WITH RESPECT TO CLASS X

rule-ID acceptability novelty
001 4 5
002 3 5
003 4 5
004 4 5

TABLE X
EVALUATION OF RULES WITH RESPECT TO CLASS Z

rule-ID acceptability novelty
101 4 5
102 2 3
103 2 3
104 1 1
105 3 4
106 3 4
107 2 3
108 3 4

� In classN, the acceptabilityof the rules with respectto
recoveryof liver functionwill begood.

Hence,the evaluationsas shown in TablesIX and X can be
obtained. In class\^] we canseethattheacceptabilityof some
rulesis 2. This is becauseboththerecovery andaggravationof
liver functionareincludedin thepremiseof therules.

2) Evaluation of Post-processing: In the discoveredrules,
we can seethere is somerelevance among the patientssup-
ported by bilirubin (T-BIL, D-BIL, I-BIL) in class \ . From
therelationdenoted in T-BIL = D-BIL + I-BIL, it is clearthat
theruleswith respectto bilirubin arerelevant. Hencetherules
aresupporting thesamepatientsgroup.

Moreover, in orderto examine thehypothesis,“the medical
background which a rule shows is not contradictory to a pa-
tient’s condition”, the discoveredrulesarecategorized, based
on liver function, into threecategories: recovery, aggravation,
or mixed recoveryandaggravation,asshown in TableXI.

FromTableXI, we observed that therearemany ruleswith
the sameconditions in the rule group supported by a patients
group, andit mayconflict with unknown medicalbackground
that is not representedin theconditions of therules. However,
it doesnot meanthat the rulesareincorrect. The reasonmay
bethattherulescannot besimply categorizedby recovery and
aggravation.

Forexample,althoughit canshow liverfunctionaggravation,
thelower values of WBC andALB maynot bethereal reason

TABLE XI
CATEGORY OF DISCOVERED RULES

Recovery Aggravation Recovery & Agg.
classR rule 007 rule 001 rule 003

rule 008 rule 002 rule 004
rule 009 rule 005
rule 011 rule 006

rule 010
classN rule 101 rule 104 rule 102

rule 105 rule 109 rule 103
rule 106 rule 107
rule 108 rule 111
rule 110

of liver function aggravation. On other hand,sinceWBC and
PLT arethesameblood cell ingredient, andT-CHO andALB
are relevant to protein that makes liver, they may be relevant
from thispointof view. However, T-CHOandALB donotonly
provide for liver, but also, for example, T-CHO is relatedto
eating,andALB is relatedto thekidney, respectively. Henceit
cannotdeclare thereis suchcorrelation.

In summary, thereis correlation if we arementioning about
mathematicalrelevancelikeBIL. However, it is difficult to find
out correlationfor others. We needthe following methods to
solve theissue.� Findingout what rulesaresignificantfrom the statistical

point of view, basedon roughcategorizing suchasrecov-
eryandaggravation.� Showing whethersuchroughcategorizing is sufficient or
not.

I I I . MULTI-ASPECT ANALYSIS BY LOI AND POM

Basedon the resultsstatedabove, we have beenextending
our systemby addingtheLOI (learning with orderedinforma-
tion)andPOM(peculiarity orientedmining)datamining agents
for multi-aspect miningandanalysis.

A. Mining byLOI

TheLOI usesbackgroundknowledgecalledorderedrelation
for discovering ordering rules andimportant attributesfor an
ordereddecisionclass[4], [14]. For example, sincethevalues
for T-CHOarethelargerandthebetter, theordered relationcan
besetto (VH q H q N q L q VL), where“ q ” denotesaweak
order. Furthermore,if a decisionattribute hastwo classes:[
(response)and \ (noresponse), theorderedrelationcanbeset
to [rqs\^t

An ordered information table may be viewed as informa-
tion tableswith addedsemantics(backgroundknowledge).The
following figure shows an example of creatingsucha tablein
whichbackgroundknowledgeis included.

ALB CHE .. GOT CLASS
p1 VH VH .. UH 1
p2 N H .. N 1
p3 L L .. VH 0
p4 H VL .. H 1
p5 H H .. VH 0

u
vxwhy{z

: VH
v

H
v

N
v

L
v

VLvx|#}x~
: VH

v
H
v

N
v

L
v

VLvx�#�#�
: UH

v
VH
v

H
v

Nv |#y{w#���
: R
v

N

An ordered relation comparesp1 with p2.
This operation is performedfor thecombinationof all objects.

u
Object ALB CHE .. GOT CLASS
(1,2) N � H � .. N � 0
(1,3) L � L � .. VH � N �

:
(2,1) VH � VH � .. UH � 0

Fig. 3. Creating anorderedinformation table

After this transformation, ordering rules can be discoverd
from theorderedinformationtableby ourGDT-RSrulemining



TABLE XII
DISCOVERED RULES BY LOI

Rules(SupportNUM 10,Support 70%) Support
PLT(N � ) � DBIL(H � ) � GPT(VH� ) 27/30=90%

WBC(L � ) � GOT(VH � ) � GPT(VH� ) 20/22=90%
PLT(VL � ) � GOT(VH � ) � GPT(VH� ) 16/18=88%

PLT(L � ) � TP(H� ) � GOT(VH � ) 15/16=93%
DBIL(H � ) � GPT(VH� ) 14/17=82%

HGB(N � ) � WBC(L � ) � GOT(VH � ) 16/16=100%
DBIL(H � ) � GOT(H � ) 14/16=87%

DBIL(H � ) � GOT(H � ) � GPT(VH� ) 12/15=80%
ALB(L � ) � WBC(L � ) � GPT(VH� ) 10/12=83%

system.The rulesdiscoveredby LOI areshown in TableXII.
From this table,we canseethat conditionattributesincluded
in therulescanbedividedinto two types:“go better”and“go
worse”correspondingto theclassvaules:chronic hepatitispa-
tientsto becuredor not.

Theevaluationof acceptability andnovelty for therulesde-
pends to a greatextenton thebackground knowledgewith re-
spectto theorderedinformationis corrector not. By investigat-
ing thevaluesof eachattributein theorderedinformationtable
by usingEqs.(2) and(3), thecorrectionrateof thebackground
knowledgewith respectto “go better” (or “go worse”) canbe
obtainedasshown in TableXIII.

fh�����O�5� D ���*��� v���v
���*��� v���v�� ���*��� v���� (2)

fh��������� D ���*��� �����
���*��� ����v�� ���*��� ����� (3)

where ���*��� is the number of different valuesof eachat-
tribute in the ordered information table, � D �A� ����� ��(�]N�# ,  D �*��� ��(�]a�h , and ��(�]N�# ¢¡¤£;¥'�hcO¦§�§t As shown in TableXIII,
thebackgroundknowledgewith ahighcorrection rate(e.g.‘TP
= 78.3%’and‘HGB = 81.4%’) canbeexplained that theback-
ground knowledgeis consistentwith the specificcharacteris-
tics of therealcollecteddata.On thecontrary, thebackground
knowledgewith averylow correctionrate(e.g.‘WBC = 9.5%’)
maymeanthattheorderedinformationgiven by anexpert may
notsuitablefor thespecificdataanalysis.

Oneexplanation for thissituationis thattheordered informa-
tion givenby anexpertmaybe too general anddosenot meet
specificcharacteristicsof the real collecteddata,although the
background knowledge is correct in general. In this case,the
orderedinformationascommon background knowledgeneeds
to be adjustedaccording to specificcharacteristics of the real
datasuchas the distribution andclustersof the real data. In
otherwords,differentbackgroundknowledgeneeds to beused
for differentspecialsituations.How to adjusttheorderedinfor-
mationis animportantongoingwork in this researchdirection.

B. Mining byPOM (PeculiarityOrientedMining)

Peculiarityrepresentsanew interpretationof interestingness,
an important notion long identified in datamining [3], [10],
[15]. Peculiarity, unexpectedrelationships/rulesmay be hid-
denin a relatively small numberof data. Peculiarity rulesare
a typical regularity hiddenin many scientific,statistical,med-
ical, andtransactiondatabases.They may be difficult to find

TABLE XIII
THE CORRECTION RATE OF THE BACKGROUND KNOWLEDGE

Attribute ¨ª©«©�¬ª�® ¨ª©«©�¯�°²±
ALB 58.9% 67.2%
CHE 54.7% 70.6%

D-BIL 26.8% 35.3%
GOT 34.2% 47.3%
GPT 36.7% 47.8%
HGB 78.0% 81.4%
I-BIL 32.5% 53.1%
PLT 36.6% 49.5%

T-BIL 44.0% 47.1%
T-CHO 30.6% 48.3%

TP 62.7% 78.3%
WBC 9.5% 30.5%

by applying the standardassociationrule mining method [1],
dueto the requirementof largesupport. In contrast,thePOM
(peculiarityorientedmining)agentfocusesonsomeinteresting
data(peculiardata)in order to find novel andinterestingrules
(peculiarityrules).

We have beenapplying the POM for hepatitisdataanalysis
and had somepreliminary result [6]. Currently, we are also
working with Suzuki’s groupto integrate the PeculiarityOri-
entedMining approachwith theException Rules/DataMining
approachfor discovering morerefinedLC (Liver Cirrhosis)and
non-LC classificationmodels.The ongoing work will be also
reportedin detailin ournext papers.

IV. CONCLUSIONS

We presenteda multi-aspectmining approach in a multi-
phase,multi-aspecthepatitisdataanalysisprocess.Both pre-
processingandpost-processingstepsareimportantbefore/after
using datamining agents. Informed knowledgediscovery in
real-life hepatitisdataneeds to usebackground knowledgeob-
tainedfrom medical docotors to guide the discovery process
with multi-phasesuchaspre-processing,rulemining, andpost-
processing,towards findinginterestingandnovel rules/features
hiddenin data.

Ourmethodologyandexperimentalresultsshow thattheper-
spective of medicaldoctors will bechangedfrom a singletype
of experimentaldataanalysistowardsa holistic view, by using
ourmulti-aspectmining approachin whichvariousdatamining
agentsareusedin a distributedcooperative mode in thespiral
discovery process.
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