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Abstract—The important aspect that should be taken in traffic 
design planning is pedestrian safety. One of safety factors, which 
haven’t sufficiently been considered yet, is the pedestrian 
behavior itself. This paper proposes a conceptual method of 
human behavior monitoring when crossing road by image 
understanding. The method is based on information fusion of 
image features obtained from pedestrian behavior using Choquet 
Integral Agent Network for realizing linguistic understanding. 
At the front end image processing is required to extract features 
of pedestrian image and estimate basic attributes and states of 
pedestrian body parts, such as skin color of face, hair color, 
height, central body position, etc. By information fusion 
mechanism, multiple input data are aggregated to estimate 
macroscopic information, i.e. macroscopic attributes and states 
of pedestrian as an individual such as age classification, gender, 
pedestrians flow states, etc. 
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I. INTRODUCTION 
edestrian activity can be considered to be the product of 

two distinct components — the configuration of the street 
network and the location of particular attractions (shops, 

offices, public buildings etc.) on that network. In order to 
explore the influence of each of these, it is first necessary to 
observe and record the movement of pedestrians in city streets.  
It is not just the city planner who is interested in pedestrian 
movements in town centers. The retail industry has a 
particular interest since retailers aim to locate their shops in 
areas which can attract a lot of passing trade. While planners 
and retailers are the most obvious groups, it is clear that others 
(such as the emergency services) have an interest in 
understanding the way which people move in an urban setting. 
The need to understand the way in which people move 
through towns leads to the desire to predict pedestrian 
movement for, e.g., identifying the likely impacts of 
pedestrian crossing in the a city street, identifying the 
optimum location for a new shop, or assigning and allocating 
staff to manage a street festival [5]. In monitoring the 
movement of people in street, first, it is also important to 
understand behavior of pedestrian itself. With understanding 
the behavior of pedestrian in the street, we can estimate type 
of pedestrian attribute, like elder people, adult or children, 
man or women, good or bad mood pedestrian, worker or 
tourist, local community or foreigner, etc. This information 
can become valuable for the planner or advertising agencies 

when they have planned to build public facilities or invest 
new shop in that area. 

 

As the basis of understanding pedestrian behavior by a 
cognitive framework several features of pedestrian are 
discussed below. 

This paper aims at proposing a conceptual cognitive 
framework to comprehend collective pedestrian behavior in 
the street. The basic idea of the proposal is introducing an 
approach as interactive agents each of which derives basic 
human feature by image understanding. More specifically 
each agent behaves as human attribute factor under mutual 
interactions among autonomous agents. 

In this paper, first, general consideration is to extract basic 
attributes and state of pedestrian body parts from video frames 
by image processing. And then a conceptual cognitive 
framework is proposed to realize pedestrian behavior 
understanding. After the proposal several aspects of 
uncertainty and flexibility to be considered in the modeling 
are discussed. Finally possibility of soft computational 
approaches to manage with such uncertainty and flexibility is 
shown for realizing linguistic understanding of pedestrian 
behavior owing to several required level. 

II. FEATURES OF COLLECTIVE PEDESTRIAN BEHAVIOR 

A. General Consideration on Features of Pedestrian 
Behavior 

1) Pedestrian is a collection of various types which 
can be classified as male, female, children and 
cyclist. 

2) Pedestrian behavior also is affected by various 
condition of natural / social environment, e.g., 
population, culture and habitual, community, area 
or town activity, etc. 

3) Image of pedestrian behavior consists of several 
features, e.g. position, color, shape, etc. 

4) Weather condition such as cloudy, sunny, rainy or 
snow will give significant effect for intensity 
changes and noise during image extraction. 

B. Feature Extraction by Image Processing 
The main module in the tracking unit is using a digital video 

camera, to capture images and save the image into mini DV 
video tape. The images are obtained from video camera 
directly connected to computer through USB connection and 
processed by computation using MATLAB program [3].  

Figure 1, shows flowchart extracting pedestrian image 
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features on basic states using conventional image processing. 

 
Figure 1 Basic image feature extraction 

 
The simplest method to detect changes between two 

registered frames would be to analyze the frame difference 
(FD) image, which is given by 
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where x=(x1, x2) denotes pixel location and s(x, k) stands for 

the intensity value at pixel x in frame k. The FD image shows 
the pixel-by-pixel difference between the current image k and 
the reference image r. In order to distinguish the nonzero 
differences that are due to noise from those that are due to 
local motion, segmentation can be achieved by thresholding 
the FD as 
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where T is an appropriate threshold. Here,  is called 
foreground pixel extracted, which is equal to “s(x,k)” for 
changed regions and “0” otherwise [8]. 
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The results from the background difference sometimes 
contain noise and disunity. Preprocessing standard opening 
and closing morphology is performed before object detection 
to reduce the noise and increase the unity of the connected 
component of objects. After the moving objects are separated 
from background, the pixel that contain the picture of 
pedestrian and other moving objects are detected in the binary 
image. A simple but powerful tool for identifying and labeling 
the various objects in a binary image is a process called region 
labeling, blob coloring or connected component identification 
as shown in Figure 2.. It is useful since once they are 

individually labeled, the object can be separately manipulated, 
displayed, or modified. Region labeling seeks to identify 
connected group of pixels in a binary image that all have the 
same binary value [2]. The simplest such algorithm 
accomplished this by scanning the entire image (left to right, 
top to bottom), searching for occurrences of pixel of the same 
binary value and connected along the horizontal or vertical 
direction. A record of connected pixel groups is maintained in 
a separate label array having the same dimension, as the 
image is scanned. After an object in the binary image is 
detected, all pixels in the corresponding location of color 
image are captured. A bounding box can be drawn to mark 
detected object and object descriptors are calculated based on 
both the binary and color images. A number of features are 
calculated based on the binary object, color object and the 
contour object. Chain coding of the contour object gives the 
perimeter, object width and height. A binary object produces 
the area and centroids coordinate of object. Statistical 
descriptors such as color mean, variance, skewness, kurtosis, 
as well as area, perimeters, compactness, center of gravity, 
and moments, etc. are also calculated. Each object detected is 
assumed one feature point that contains the aforementioned 
descriptors. Area of an object is the number of black pixels in 
the region bounded by the box. The coordinate of the moving 
object is calculated based on the center of gravity. Each black 
mask of binarized image has a corresponding pixel in the 
color image that can be measured as color object descriptor. 
The descriptors of each basis color, RGB, are measured and 
the averages of the three components represent the color 
descriptors. Mean color, color standard deviation and center of 
gravity of color are quantified as color descriptors. 

 

 
Figure 2 Object detection principle 

C. Pedestrians Tracking  
Tracking is needed for determining the object 

correspondences between frames [6] [7]. In our approach, the 
tracked feature is the object centroid which is a quite steady 
fixation point regardless of the small fragmentation of the 
blobs from time to time. Tracking enhances the structural 
information perceived from the moving objects, which 
improves the classification results. We can also estimate the 
apparent speed of the objects which is often a useful feature in 
classification between pedestrians and cyclists. The feature 
vector is therefore augmented with the median of the apparent 
speed of the tracked object.  

Tracking is initiated every time a new moving object is 
determined in the scene and the features found fulfill the 
redefined criteria. This object is compared with the option 
regions appearing in the next few frames within a search 
window. If the structural features are alike, a Kalman filter 
based tracker is started. A simple tracking scheme is used 
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where the horizontal xi and the vertical coordinate’s yi of the 
object motion vector at time i are assumed to be independent 
of each other, which makes it possible to decompose the 
motion into two separate single coordinate models: 
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where T is the time step between frames, x and are 
components of velocity vector. It is assumed that the target is 
moving with constants velocity, but the is subject to 
zero-mean white Gaussian acceleration error 

y

,x iυ and ,y iυ [4]. 
The tracking model used leads to a computationally very 

efficient steady-state Kalman filter formulation. It means that 
the error covariance matrices as well as the Kalman gain 
attain constant values after a few frames. By recording these 
values in advance, and using them in filtering, it becomes 
possible to restrain the computation required to only state 
vector updating. First, the state of the tracker is predicted 
using the dynamic model of equations. (3), (4). The new 
observations are selected based on their geometric distances 
from the predicted coordinates and also based on their 
structural similarities with respect to previous observations. 
The best match is used as a new measurement of the object 
location. This new information is then integrated by the 
Kalman filter to the state variables. 

If the features tracked are unreliably found the tracking may 
diverge or produce erroneous results. Due to occasional errors 
in feature extraction, or occlusions caused by foreground 
objects, the measurements are not always available for each 
frame [4]. In those cases tracking should not be terminated, 
because the discontinuity in the path may cause false 
increment of the people counter. This problem is solved, at 
least in most cases, by keeping the tracker alive for a while 
without new observations.  

III. UNDERSTANDING PEDESTRIAN BEHAVIOR 
FROM SEQUENTIAL IMAGES  

A. Conceptual Knowledge for Understanding Pedestrian 
Behavior 

Human vision is a complicated process that requires 
numerous components of the human eye and brain to work 
together. The initial step of this fascinating and powerful 
sense is carried out in the retina of the eye. Specifically, the 
photoreceptor neurons (called photoreceptors) in the retina 
collect the light and send signals to a network of neurons that 
then generate electrical impulses that go to the brain. The 
brain then processes those impulses and gives information 
about what we are seeing.  

When human eye recognize the objects like pedestrians, 
some aspect which pedestrians are doing, wearing and 
bringing, it will give perception, evaluation and judgment 
about the pedestrian itself, as shown in Figure 3. In some case 
our intention to pedestrian will be different, if some 

unexpected incident happen in the street or unusual object 
capture by our eye .  

By linguistic understanding of pedestrian behavior image, 
we develop the artificial intelligent system base on human 
knowledge as illustrate in Figure 4. In this concept we 
distinguish between elder and young people, or children and 
adult by aggregating pedestrian features extraction like clothes 
color, posture, hair color, walking speed, skin color, height, 
etc. 

 

 
 

Figure 3 Linguistic understanding of pedestrian’s image 
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Figure 4 Concepts of network structures for intelligent 
monitoring systems. 

 
Development of intelligent monitoring system is not only to 

estimate the pedestrian behavior but also to give information 
about unsafe condition cause by changing of environment 
condition, e.g. rain or snow.  
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Upright posture, black 
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B. Framework of the Model Concepts 
Based on extraction of image feature, basic human state 

attributes are given as input, for a basic fusion layer. This 
research tries to estimate human behaviors by Information 
Fusion. After recognizing objects and measuring basic states 
of pedestrian, they are set as inputs of each agent in Choquet 
Integral Agent Network (CHIAN) [1]. CHIAN is a soft 
computing approach using flexible modeling. Explanation of 
CHIAN is following. CHIAN is a quasi-hierarchical network 
of units making a Choquet integral of multiple inputs in the 
interval [0, 1] with assigned fuzzy measures. Figure 5 shows 
flow of the CHIAN information fusion. This computational 
mechanism has a feature realizing much more flexible 
information fusion comparing to Neural Network. The skill 
based and ruled based cognitive knowledge could be 
embedded simultaneously and hierarchically in the 
mechanism. CHIAN knowledge for deriving linguistic motion 
features from physical motion features are made in 
consideration of human knowledge about nature of the 
motions. 

 
Figure 5 Flow of the CHIAN information fusion 

 
Using CHIAN, it is tried to estimate the simple state of 

pedestrian behaviors, i.e. pedestrian’s classification, gender, 
and body direction. The obtained features of pedestrian 
behavior image are processed by information fusion system, 
where basic attributes and states of pedestrian are gotten as 
the outputs of agents in the basic fusion layer. Each agent has 
its own meaning for understanding pedestrian behavior states. 
Information fusions by CHIAN extract emergent knowledge 
by hierarchical aggregation of multiple basic information as 
the meaning full factor, i.e. crowded and impatience degree. 
As illustrated in Figure 4, to estimate aged class at the agent 
in basic fusion layer, normalization is perform for qualitative 
input data , i.e. walking speed, bending posture, and head 
color, then they are integrated by Choquet integral mechanism 
which result in normalize output value, degree of elderness [1]. 
The same step we did for impatience degree, where the agent 
gets the normalized data from qualitative input and other 
agent, walking speed, age class, and gender, then they are 
integrated by Choquet integral mechanism. 
 

The mathematical expression is describe as follow 
Let S=(s1, s2, s3, .., sm) be collection of input channels for an 

agent and let a set function µ : 2s  [0, 1] be a fuzzy measure 
satisfying the properties; 
 
(i)  boundedness : µ ( φ )=0, µ ( S )=1, 
(ii) monocity : )()( BASBA µµ ≤⇒⊆⊆  
Then, setting the real valued function ],0[: ∞→Sf  as an 
integrated function, i.e. multiple input values. 
Choquet integral with respect to fuzzy measure µ is defined 
by 
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where )(k• be a permutation of indices of elements of S so 
that 
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As illustrated in above, we can embed knowledge in linguistic 
expression using CHIAN for estimating human behavior. 
The complete result of this research will be shown during 
presentation 

IV. CONCLUSION 
In this paper, a conceptual cognition framework was 

proposed to comprehend collection pedestrian behavior on the 
walkway. We examine that pedestrian behavior can be 
collection of some image features. By extracting basic 
features of pedestrian behavior through image processing, and 
then aggregating by information fusion system, we can 
estimate pedestrian behavior according to several 
understanding level.  
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