
 

Abstract— Starting from research on the human visual 
system, this study analyzes a mechanism that processes input 
information when information is transferred from the retina to 
ganglion cells. In this study, a model for the characteristics of 
ganglion cells in the retina is proposed after considering the 
structure of the retina and the efficiency of storage space. As 
human reflection capability decreases over time, human beings 
need mechanism information processing to overcome the limited 
use of storage space. Therefore, after implementing this 
mechanism and comparing it with a general model, the two were 
found to be not different in terms of recognition rate, but the 
efficiency of storage space for the mechanism was found to be 
excellent. 

 
Index Terms— Reduction, Retina, Human visual 

system, Information processing 
 

 
I. INTRODUCTION 

 
Many of the properties of the human visual system are 

ultimately limited by the fidelity of image sampling within the 
retina and the strategies used to process the sampled information 
before its transmission to the cortex. The same may be said of 
machine vision systems. They are ultimately limited by 
properties of the sensor. Even at the retinal level, the performance 
of the human visual system far exceeds the capabilities of 
commercially available visual sensors and machine vision 
systems, and thereby motivates the study of human or primate 
retinas [22, 23]. 

Recently, many developed countries are actively conducting 
research to maximize the performance of computer vision 
technology and to develop artificial vision through the modeling 
of human visual processing [3, 4, 22, 23]. Artificial vision is to 
develop information processing procedures of the human visual 
system based on the biological characteristics. Compared with 
the machine vision technology, it can be effectively applied to 
industry.  

This study is to propose a model that can implement a 
mechanism of information processing that is actually 
occurring in the human visual system. We will review 
information processing procedures of the retina in Chapter 2, 
construct a model based on the mechanism in Chapter 3, and 
present the results of the experiment and conclusions in 
Chapter 4. 

 
 

II. INFORMATION REDUCTION IN RETINA 
 

The processing of human visual information is composed of 
several stages. The first stage of information processing 
occurs in the retina. The retina not only converts light energy 
to electrochemical energy, but transmits the information to the 
visual path. 

 

 
Fig. 1 Retinal Cells [22, 23] 

 
A schematic diagram of the retinal cell structure is shown 

in figure1. The style of processing performed by the retina is 
dictated by two main requirements: (i) a large dynamic 
operating range and (ii) a reduction of data to meet the 
transmission bottleneck at the optic nerve. By utilizing two 
different photoreceptor types, (rods and cones), with differing 
sensitivities and adaptation mechanisms to extend their 
operating range, the retina is able to function over a very large 
dynamic range of illumination intensities. 

As for the human visual system, a light energy becomes a 
shadow with a reversed phase in the retina, and it transmits a 
displayed neural signal to ganglion cell and, as for this image, 
it is through a cognition process on delivery with primary 
visual cortex through optic nerve later by the retina. The retina 
located behind a pupil is complicatedly composed of ten 
vertical layers. However, since ganglion cell is composed with 
only about 1,000,000 in one eye, a lot of visual information is 
compressed for transferring from 125,000,000 receptors to 
ganglion cell. Actually it is turned into a neural signal by an 
operation of the retina, but the sampling image is transmitted 
to primary visual cortex of a brain through optic nerve of the 
retina which listened to this signal in 125,000,000 rod cells 
and 6,000,000 con cells. 

Also, one fovea sampling of non-uniform is performed in 
receptor level. This means that sampling is dense in a fovea 
region, but loose in peripheral region because output of a con 
cell is transmitted from peripheral region to ganglion cell in 
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fovea by more limited dynamic range. This process means the 
important data compression occurs [4]. It is the place where a 
process is originated conversion of visual information 
becomes quit at the same time because the retina has both a 
receptor and neuron.  

 

 
 
Machine vision systems, however, recognize images 

without this processing, and exhaust calculation expenses to 
recognize objects along with unnecessary background images. 
In addition, because they store unnecessary background 
images without any processing, the efficiency of storage space 
is also reduced. This inefficiency of storage space can 
influence greatly the maintenance of systems. Therefore, a 
mechanism like the human visual system is needed to process 
input information.  

 
Image compression technology can provide clear images 

even at high compression rate, and it considers important 
characteristics of images. With the continual expansion of 
multimedia and Internet applications, the needs and 
requirements of the technologies used, grew and evolved. In 
March 1997 a new call for contributions were launched for the 
development of a new standard for the compression of still 
images, the JPEG2000. This project was intended to create a 
new image coding system for different types of still images 
(bi-level, grey-level, color, multi-component), with different 
characteristics (natural images, scientific, medical, remote 
sensing, text, rendered graphics, etc) allowing different 
imaging models (client/server, real-time transmission, image 
library archival, limited buffer and bandwidth resources, etc) 
preferably within a unified system. This coding system should 
provide low bit-rate operation with rate-distortion and 
subjective image quality performance superior to existing 
standards, without sacrificing performance at other points in 
the rate-distortion spectrum, incorporating at the same time 
many contemporary features. The standard is intended to 
compliment and not to replace the current JPEG standards. 

The wavelet transform has been adopted as JPEG2000 and 
has the following characteristics [11].  

 
a) Superior low bit-rate performance 
b) Continuous-tone and bi-level compression 
c) Lossless and lossy compression 
d) Progressive transmission by pixel accuracy and 

resolution 
e) Random codestream access and procession 
f) Robustness to bit-errors 
g) Open architecture 
h) Sequential build-up capability (real-time coding) 

 

  Using the characteristics of the human visual system, this 
study implement a mechanism that processes input 
information when transmitting information from the retina to 
ganglion cells, and compares it to existing visual models and 
their performance.  

 
III. PROPOSED ALGORITHM 

 
A. Information Reduction in Retinal Region 
 

Although commercially available machine vision sensors 
are beginning to approach the photoreceptor densities found in 
primate retinas, they are still outperformed by biological 
systems in terms of dynamic range, and strategies of 
information processing employed at the sensor level. This has 
sparked recent interest in studying biological retinas in order 
to learn more about their information processing strategies 
with the hope of using this knowledge to design better 
machine vision sensors. 

According to the current computer vision theory, the 
original image received goes though extracting feature of an 
object and a process of recognizing an object. A conventional 
computer vision process is same as figure 2. That is, it 
imitates human visual characteristics of extracting information 
in computer vision and is recognizing an object. However, the 
algorithm of current computer has been developing as a 
different form from human visual information processing in 
the actual application. Study about information processing of 
a human brain and a visual information processing are 
actively attempted recently. And a human visual information 
processing is gradually figured out. Currently study of these 
models is attempted actively each nation in the world [1-4]. 
Computer vision is emulating a rough form of human visual 
information processing, and the information processing is 
showing them the form that is different from a human 
information processing [22, 23]. 

Due to this problem, machine visual systems cannot adapt 
to the changes of the environment, and have a lot of problems 
in real world application. 

  In this paper, a model is proposed to implement a 
mechanism that processes visual information, occurring in the 
recognition process of the real human visual system. A 
flowchart of the general algorithm is presented in Figure 3. In 
the retina, information is transmitted by minimizing the loss 
of important information in ganglion cells and by executing a 
mechanism that minimizes total amount of information 
maximally.  

 
A mechanism, which processes input information from the 

retina, is found to be similar to the way that the wavelet 
transform processes input information. Information of low-
band has very much delicate information to express original 
image in wavelet transform and much information of original 
image exists. As for theses, a mapping process of parvo-
cellular of ganglion cell (P-cell) and the mechanism are very 
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Fig. 2 General Recognition Processing of Computer Vision



 
alike in receptor of the retina. Also, information of high-band 
of wavelet transform has edge information of original image 
compared to low-band which has a little information. These 
mechanisms are very similar to a mapping process of magno-
cellular of ganglion cell (M-cell). Therefore, P-cell of 
ganglion cell deals with main information of an image like 
low-band, and M-cell is dealing with edge information of an 
image like the high-band. In this paper, we used wavelet 
transform in a compression process of this visual information 
and composed the model. We implemented the image 
recognition model in figure 3. 
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sampled to original signal f(t), we used equation (1) or (2) to 
show that wavelet transformed original image and calculated 
low-frequency, high-frequency filter of wavelet [11]. We 
applied low-frequency filter and high-frequency to a vertical 
direction and shared band with horizontal direction on original 
image and applied twice of filtering repeatedly again on a 
low-band section and use 3 level mallat tree to divide high-
band section. Because 98% of high-band does division, we 
considered a diagonal, vertical, horizontal direction and did 
zigzag scan and did encoding in order to do encoding. We 
used the image that we passed through a decoding process and 
a reverse-quantization process again, and it was compressed 
encoding image on an image recognition process. 

 
B. Image Recognition Algorithms  

 
Along with the development of research on artificial 

intelligence, image recognition studies have been successfully 
conducted by many areas, such as the areas of industry, 
military, and aerospace. Because neural networks have 
abilities of learning abilities and association memory, they are 
excellent in processing ambiguous signals that are changing 
continuously. Pattern recognition can be largely divided into 
two: 1) problem of finding specific information automatically 
from given data; 2) problem of understanding characteristics 
of given data by classifying them into more than two groups. 
The pattern recognition is being applied to various areas such 
as automatic interpretation of medical image information, 
letter and voice recognition, as well as biometrics of 
fingerprints, iris, and face recognition. To process human 
visual information, letter recognition is a necessary problem to 
solve. 

 
Currently many algorithms have already been developed. 

Each algorithm has its own characteristic application areas. 
Generally, in case of classifying given data into clusters that 
have similar characteristics, the most commonly used methods 
are: Adaptive Resonance Theory (ART), Self-Organizing 
feature Map (SOM), and Fuzzy-ART. Among these methods, 
the algorithms of Grossberg's ART2 and Kohonen's SOM are 
chosen for this study. They are unsupervised learning 
algorithms that they learn on their own even if correct answers 
are not given to input patterns, which is similar to the 
biological recognition system.  

  Unsupervised learning algorithm is a fast performing 
model that can process learning in real time, has excellent 
characteristics of adaptation to various changes, and can be 
applied to both binary input and analog input patterns[7][10]. 
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Fig. 3 Proposed Information Processing Model



 
Connection-weighted changes of these unsupervised learning 
algorithms take an average value of input patterns and respond 
evenly to the generation of clusters; they are usually used for 
recognizers.  

 In this study, therefore, self-learning model is used as a 
recognizer and evaluates the performance of a model that 
implements a mechanism occurring in the retina.  

 
 

. RⅣ ESULTS OF EXPERIMENT 
 
In this study, a proposed image model, which is based on 

the human visual information process, is implemented by 
using Visual C++ 6.0 in the environment of Pentium 1.7GHz, 
256MB memory, and Window XP. We used MNIST database 
of the AT&T Corp. which it was used in a lot of paper on 
handwritten off-line number in figure 4 at this paper and 
tested. It is MNIST database newly compounding database of 
original NIST (National Institute of Standards and 
Technology). This is database using handwritten digit 0-9 in 
learning and recognition. NIST database is the binary image 
which was normalized with 20X20 sizes while keeping 
horizontal vertical ratio. The MNIST fitted size to 28X28 with 
the 8-bit gray-scale image that anti-aliasing handled database 
of NIST. The training data set selected 5,000 in 60,000. And, 
as for the test data set, a random sampling selected 5,000 in 
10,000. And the person who wrote a number is not same.  

 

 
Fig. 4 MNIST Database Handwritten Digits 

 
  A 28×28 digit image was compressed with Daubechies 

(9,7) filter that is often used for the loss compression. For an 
experiment on the recognition process, the most commonly 
used neural network algorithms, ART2 and SOM, were used 
to suggest a recognition model.  

 
The memory of human beings fades away with time. 

Human recognition ability also decreases over time, and the 
accuracy of recognition becomes low. In addition, due to the 

limited capacity of the brain, a lot of images cannot be 
remembered, so human beings compress and recollect past 
memory. In existing machine vision models, for mistaken 
recognition and data management, input data were stored in 
DB. If we store all the data to DB and backup them, it will 
cost a lot of money. Therefore the size of images should be 
considered for maintenance. The size of input data is 28×28, 
and a necessary storage space to recognize 5,000 input data is 
3,920,000 bytes. If this data are processed over time, a 
necessary storage space shown in Figure 5 will be increased 
exponentially.  

 
In the experiment of this study, different compression rates 

were used over time by taking into consideration of human 
reflection functions. As it is shown in Table 1, recognition 
rates gradually decreases with compression rates, whereas the 
efficiency of storage space gets better, as shown in Figure 5. 
Therefore, in a recognition system considering human vision, 
the use of storage space is efficient as input data are processed 
according to the time flow.  
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Fig. 5 Changes of storage space for proposed models 

 
In the human visual information processing system, from 

the retina to ganglion cells, a substantial amount of 
information is processed by a mechanism. Human beings, 
however, do not feel any problems during the recognition 
process. When processing input data, minimum amount of 
important information (what) is lost, and maximum amount of 
less important information (where) is lost. This study 
implemented mechanism processing human visual 
information and examined its performance.  The results 
showed that the recognition rate of the mechanism was not 
much different from that of the general recognition model, 
and the use of its storage space was found to be excellent. 

 
 

. CⅤ ONCLUSTION 
 
  This study implemented mechanism information 

processing from the retina to ganglion cells, based on the 



 
human visual information processing. The results of 
experiment showed that there was not difference between a 
model considering a mechanism that processes visual 
information based on the human visual system and a general 
model in terms of their capability, when time was not taken 
into account. However, decreased efficiency of storage space 
for the general model over time must be considered. This 
study proposed an image recognition model considering the 
characteristics of the human visual system, not a strategic 
model applying an existing recognition model. As human 
reflection capability decreases over time, human beings need 
mechanism information processing to overcome the limited 
use of storage space. Therefore, after implementing this 
mechanism and comparing it with a general model, the two 
were found to be not different in terms of recognition rate, but 
the efficiency of storage space for the mechanism was found 
to be excellent.  

 
  If the modeling from ganglion cells to the primary visual 

cortex as well as the modeling from primary visual cortex to 
cognition process is completed in the future, real recognition 
performance will be further improved. The proposed model 
can be applied to the tracking of image recognition and to the 
manufacturing of artificial eyeball, and the potential of this 
model looks great.  
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