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Abstract— This paper proposes a constructive approach to un-
derstanding a given static structure, which tries to understand the
given static structure through interpreting a process of construct-
ing it. Two things are necessary for crystallizing this concept.
One is a method for generating structures which provides an in-
terpretable process of generating a structure. Another is an opti-
mization method which adjusts parameters values of a method for
generating structures for that method to achieve construction of a
given structure. A constructive method realized in this paper com-
bines a method for generating structures inspired by biological de-
velopment with a real-coded genetic algorithm as an optimization
method. The realized method is applied to image understanding as
a sort of understanding static structures, and the results show the
prospects of the proposed concept.

|. INTRODUCTION

Human beings have been obtaining the descriptions of na-
ture based on the observation and the analysis of nature, which
is called natural science. The descriptions obtained have been
used for the control of nature as well as nature understanding.
Under the safety guaranteed by those efforts, research fields that
try to make society better have emerged. Engineering is one of
the representatives.

Many research fields emerged in the safe society that the nat-
ural science promises have inherited the natural scientific ap-
proach, which understands objects based on their observation
and analysis. Meanwhile, research fields of artificial life [6][10]
and complex system [15][7][4][5] came out in the late 1990°s.
An approach to understanding objects in those research fields is
different from the natural scientific approach. In those research
fields, people try to understand nature not analytically but syn-
thetically. That is, they first try to construct observed natural
behaviors using some models somehow, and then understand
nature through interpretations of obtained processes and rules
for constructing the observed natural behaviors. This is gener-
ally called a constructive approach.

The constructive approach constructs a natural object’s be-
havior by means of local interactions among components of the
whole object. In this case, it could be a problem that the ob-
tained process of the construction is not the sole process for
the observed behavior and interpretations of the obtained inter-
action rules are ambiguous. However, if the observed natural
object’s behavior can be constructed somehow, a set of the ob-
tained rules for the construction is at least able to be one of the
mechanisms behind the observed behavior even if they are not
real mechanisms, so that they should help us understand the ob-
served behavior.

As for human society, it is getting more and more informa-
tional and the Internet is getting worldwide, which is so-called
information society. Now human-human, human-machine, and
machine-machine communications beyond physical distances
are possible. In a vast virtual space built on the Internet, there
exists a variety of electronic data in which people get interested

as in the real world. We can also use the two approaches men-
tioned above, which are the natural scientific approach and the
constructive approach, to understanding electronic data.

For instance, most of the technologies frequently used in in-
formation society, such as information retrieval techniques, rely
on analytical descriptions of digital contents as same as the nat-
ural scientific approach. Moreover, since analytical descriptions
of digital contents are easy for computers to handle but difficult
for humans to interpret intuitively, multimedia contents retrieval
systems using natural language as queries have been proposed
[16][14]. In those systems, mapping between natural language
and analytical descriptions of multimedia contents enables us to
retrieve multimedia contents in such a way.

Studies on electronic data processing and generating with the
constructive approach have also increased. Artificial life ap-
proach has been applied to image processing [3]. Interactive
evolutionary computation (IEC) has been applied to generat-
ing multimedia contents [13]. IEC is an optimization technique
which involves human as an evaluation function for a given op-
timization problem, so that IEC can optimize system parameters
along human evaluation criteria without analyzing and obtain-
ing the human evaluation criteria.

The objectives of this paper are to propose a concept of the
constructive approach to understanding static structures includ-
ing electronic data such as image, movie, music, and text, and
to realize a constructive method for understanding static struc-
tures along the proposed concept. A static structure means a
structure that does not vary whenever it is referred to. This
approach firstly tries to construct a given static structure using
some model somehow and then we utilize interpretations of the
obtained process of the construction for understanding the given
structure.

This paper is organized as follows. In section I1, we proposes
the concept of the constructive approach to understanding static
structures. Section I11 explains the constructive method realized
along the proposed concept. In section 1V, the realized method
is applied to image understanding as a sort of understanding
static structures. Finally, we summarize our results and draw
our conclusions in section V.

Il. CONCEPT

The constructive approach to understanding static structures
is that an interpretable process of construction for a give struc-
ture is firstly obtained and then we try to understand the given
structure through interpretations of the obtained process of con-
structing the given structure. On the other hand, in case that
some approach can perfectly construct a given structure but a
process of constructing the given structure is hard for humans to
interpret, the approach just tells us the fact that it can model the
given structure. Furthermore, the difference between conven-
tional data modeling and mining techniques and the proposed
approach is that while conventional data modeling and mining
techniques generate a static structure different from an original



structure to understand the original structure, the proposed ap-
proach uses a process of constructing an original structure to
understand the original structure.

This paper assumes static structures generated by a series of
procedures. When we generate a whole structure in a finite
space by a series of procedures, we need to consider three things
below.

(1) A rough picture of a whole structure,

(2) Methods for generating portions of the whole structure,

(3) An order of applying the methods.
For example, when we paint a picture based on our imagination
or what we see, in both cases, we need to (1) get a rough picture,
(2) decompose the rough picture into its portions, and (3) apply
methods for painting the portions one after another. In this case,
since portions painted earlier become spatial restrictions against
portions painted later, this way is more complicated than a way
that paints portions of a whole picture independently.

When there is a method for generating structures that con-
siders the three procedures mentioned above and the method
can generate a variety of structures by changing its parameters,
there is a possibility that the method can construct a given static
structure by adjusting its parameters values. Furthermore, if we
can construct a given structure with such a method not perfectly
but somewhat and a process of constructing the given structure
is easy for us to interpret, the process helps us understand the
given structure deeper even if the process is merely one of the
possible processes.

I1l. A CONSTRUCTIVE METHOD

To realize the concept proposed in the last section, we need to
prepare two methods below. We call a method which combines
these two methods a constructive method.

(@) A method for generating structures which provides an in-

terpretable process of generating a structure.
(b) An optimization technique which optimize parameters
values of a method for generating structures.
We explain those two methods below.

A. A Method for Generating Structures

We use a method inspired by biological development [1][11]
as a method for generating static structures which provides an
interpretable process of generating a static structure.

Biological development is a process in which a mother cell
grows up to be an adult body while repeating cell division and
specialization. A genome in the mother cell is a design infor-
mation for development. Since the genome in the mother cell
is accurately copied into a new cell one after another, biological
development is based only on the genome in the mother cell.

A mechanism which plays an important role in an early stage
of development is proteins hierarchically diffusing among cells.
Each cell gradually acquires information on what organ it will
finally compose according to density of the diffusing proteins.
The information that each cell acquires is called positional in-
formation. For instance, proteins diffusing among cells earlier
give the cells rough information on their final organs, and pro-
teins diffusing later give them detailed information on those. In
this way, proteins hierarchically diffusing among cells place the
cells on correct positions while producing various cells. This
phenomenon is called pattern formation.

The method for generating structures used in this paper is
a feedback system whose main strategy to generate structures
is based on the principal of the pattern formation. The analo-
gies between the mechanism of biological development and the
method used in this paper are listed in the below (a)’s and (b)’s,
respectively, and they are illustrated in Fig. 1. The numbers
attached in the figure correspond to the following seven analo-
gies.

1. Body and structure: (a) An adult body consists of various
cells. (b) A structure consists of various components.

2. Design information: (a) Only a genome in a mother cell
is design information in development. (b) A structure is gener-
ated according only to an array storing parameters values, which
is called a character code thereafter.

3. Hierarchy: (a) A body is hierarchically formed from
rough to detailed. The procedure in one hierarchy follows
4(a)—5(a)—6(a). (b) Structure is hierarchically generated from
rough to detailed. The method used in this paper is real-
ized as a feedback system by corresponding one hierarchy to
its main processing part. The main processing part follows
4(b)—5(b)—6(b) and the feedback processing part is 7(b).

4, Positional information: (a) The protein diffusing among
all or some cells gives them positional information. (b) There
is a mechanism to generate positional information among all or
some components.

5. Response to positional information: (a) Each cell acts
in response to its own positional information, for example, gen-
erating special proteins. (b) Each components acts in response
to its own positional information.

6. Memorizing positional information: (a) The state of
each cell after acting in response to its positional information is
memorized to reach its final state. (b) The state of each com-
ponent after acting in response to its positional information is
memorized to reach its final state.

7. Feedback: (a) Proteins that provide current positional
information are produced based on proteins that provided past
positional information. Each cell is gradually led to a final
organ by a history of given various positional information. (b)
A mechanism that generates current positional information
using past positional information is prepared. An option of
each component’s final state gradually becomes narrower
according to a history of given various positional information.

We will explain the method used in this paper using a simple
example here. The task of the method is to generate real hum-
bers (y € R) on one dimensional integer coordinates in a finite
range (X = {z € Z | = € [x1,x,]}). In this case, distribution
of real numbers on the integer coordinates is a structure that the
method generates. Since the method is a feedback system, it
consists of main processing and feedback processing parts. Pa-
rameters values that each processing part uses are stored int a
character code in their used order.

Main processing part

The main processing part is a series connection of the follow-
ing three sub-processing parts ((1)—(2)—(3)).
(1) Generating positional information

This sub-processing part generates distribution of real num-
bers on the integer coordinates as proteins diffusing among cells
in biological development. A real number on each integer coor-
dinate can be regarded as positional information. In this exam-
ple, the distribution of real numbers is generated by the normal-
ized sum of functions with Gaussian shape (see Fig. 2(1)). Co-
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Fig. 1. Analogies between biological development and the method for gener-
ating static structures used in this paper.

efficient, expectation, and standard deviation of each function
with Gaussian shape are parameters of the method, and their
values are stored in the character code.
(2) Responding positional information

This sub-processing part decides how each component (in-
teger coordinate) acts in response to its positional information
given by the sub-processing part (1). Concretely, it classifies the
integer coordinates into several groups of coordinates (see Fig.
2(2)). Each group is assigned a label. The maximum number of
kinds of labels has to be provided prior to starting to generate
a structure. Which labels are assigned to classified groups of
coordinates are parameters of the method.

(3) Determining states of components

This sub-processing part converts the label assigned to each
coordinate in the sub-processing part (2) into a range of y val-
ues that each coordinate can finally have (see Fig. 2(3)). This
processing corresponds to the fact that a history of positional
information that each cell has taken relates to determination of
a final organ that it will compose. Rules for converting a label
into a range of y values are parameters of the method.
Feedback processing part

The sub-processing parts (1) and (3) include feedback pro-
cessing.

The method for generating structures used in this example
first defines a set of components which are integer coordinates,
and then starts generating a structure by generating distribution
of real numbers on the components using functions with Gaus-
sian shape. To start the second main processing, new distri-
bution of real numbers on the components has to be generated
as in the first main processing. To generate the distribution of
real numbers in the sub-processing (1) from second time down-
ward, expectations of functions with Gaussian shape are firstly
obtained as intersections between the last normalized sum of
functions with Gaussian shape and lines paralleling the axis in
which components exist, and then a new normalized sum of
functions with Gaussian shape is generated using the obtained
expectations and the other parameters values from the character
code (see Fig. 3).

The output from the sub-processing part (3) is a range of
y values that each component can finally take. The sub-
processing part (3) outputs not a range of y values independent
of a previous ranges but a range down which the last range is
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Fig. 3. Data feedback to the sub-processing part (1) and generation of
new positional information.

narrowed. The last ranges of y values that all the components
have are feedback data to the sub-processing part (3). There-
fore, output from the sub-processing part (3) always stands for
the outline of a final structure, and the change of outputs from it
represents a process of how a structure was getting complicated.

The change of outputs from the sub-processing part (3) in-
cluding the feedback processing is the most important for hu-
man to interpret a process of generating a structure because it
is a process of generating a structure itself. In the example of
generating a structure above, there was no interactions among
components. However, even if interactions among components
are used, as long as a state of each component at some moment
is affected by its past state, following the change of outputs from
the sub-processing part (3) should be meaningful for interpret-
ing a process of generating a structure which consists of such
components
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An example of transition of outputs from the sub-processing

B. An Optimization Method

A role of an optimization method here is to adjust the param-
eters values of the method for generating structures described
in the last section in order for the method for generating struc-
tures to achieve construction of a given structure with high ac-
curacy. The parameters are represented as a one dimensional
array, which is the character code, and by giving a set of con-
crete values to the array, one structure is generated.

We have to define the criterion of good construction of a give
structure based on the differences between a given structure and
a constructed structure, and quantify the criterion to be available
for an optimization method, as well. We will call values repre-
senting the quantified criterion fitness values thereafter. Under
the defined criterion, we can use any optimization methods suit-
able for a given type of object variables. If we do not have any
knowledge about distribution of fitness values on an object vari-
ables space, black-box optimization algorithms, which do not
demand a prior knowledge about a given optimization problem,
should be appropriate. Genetic algorithm (GA) [8][9] is one of
the representative black-box optimization algorithms.

What we should pay attention to when we optimize the pa-
rameters values of the method for generating structures ex-
plained in the last section is that as shown in Fig. 4 the sub-
processing part (3) outputs an option of final values that each
coordinate can finally take and the option is gradually narrowed
down with iterations of the main processing. For instance, if
output from the sub-processing part (3) does not include some
part of a given structure at some moment, we loose a possibil-

ity of constructing a given structure perfectly at this moment.
Therefore, we should take into account not only the difference
between a given structure and a final structure from the sub-
processing part (3) but also the difference between a given struc-
ture and a medium structure from it.

IV. IMAGE UNDERSTANDING

In this section, we try to understand a simple image by means
of the constructive method for understanding static structures
described in section IlI.

A. Task

In order for the constructive method to construct an objec-
tive image that we want to understand, an optimization method
adjusts the parameters values of the constructive method. As a
result, we obtain a process of constructing the objective image.

An image that the constructive method will construct is a
gray-scaled image with 100x100 pixels. The constructive
method looks on the objective image that we want to understand
as distribution of integer values from 0 to 255 on two dimen-
sional integer coordinates within a 100 x 100 square area. The
objective image is generated by the same method as for con-
structing the objective image, so that the constructive method
can strictly construct the objective image if an optimization
method successfully adjusts the parameters values of the con-
structive method. The objective image and its construction pro-
cess is shown in Fig. 5. Since medium structures obtained from
the sub-processing part (3) represent not values but ranges in
which final values are determined on coordinates and they can
not be drawn unless we select one value from each range, the
medium structure shown in Fig. 5(a) was drawn with represen-
tative values within the ranges. The representative values were
algorithmically determined and not always the middle points of
the ranges, but roughly speaking, they were around the middle
points in most cases.

As shown in Fig. 5(b), nothing that we can recognize as con-
ception beyond geometric figures is drawn in the objective im-
age, so it is hard to see the process of generating the objective
image from the viewpoint of how objects recognized as concep-
tion beyond geometric figures are generated. Here we first com-
pare the process of generating the objective image (Fig. 5(a)(b))
with the process of constructing the objective image by the con-
structive method, though the medium structure shown in Fig.
5(a) is not used for calculating a fitness value to each construc-
tion. Then if those two processes are similar to each other, we
think that the process obtained by the constructive method helps
us understand the objective image. In fact, if obtained processes
of constructing the objective image by the constructive method
are helpful for understanding the objective image, we could say
that the constructive method is useful no matter what fitness
values of constructed images. However, in this paper, we do not
say the usefulness of the proposed concept in such a way.

B. Configurations

We use an extended method described in section I11-A to con-
struct the objective image, which is able to generate distribution
of values on two dimensional integer coordinates. The extended
method uses Gaussian shaped functions with two variables to
generate distribution of values on the two dimensional integer
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Fig. 5. The process of constructing the objective image that we try to
understand.

coordinates in the sub-processing part (1), which is the posi-
tional information. The sub-processing part (1) sums up and
normalizes four functions with Gaussian shape. Moreover, the
number of planes paralleling the two dimensional space, which
correspond to S; in Fig. 2(2) and Fig. 3, is one. The sub-
processing part (2) gives a group of integer coordinates one of
the two kinds of labels. Output from the sub-processing part
(3) is distribution of real numbers within 0 to 1 or a finite range
within 0 to 1 on the integer coordinates. The real number and
the finite real range are converted into integer within 0 to 255
and a finite integer range, respectively. The number of iterations
of the main processing is two, and therefore the number of the
feedback processing is one.

The parameters that an optimization method optimizes are
real numbers within 0 to 1, and the number of them is 19. The
actual number of the parameter is more than that. However,
since we saw through preliminary experiment that it was diffi-
cult for an optimization method to optimize the actual param-
eters, we decreased the actual parameters in number by fixing
parameters values related to the sub-processing part (1) except
parameters values corresponding to Sy in Fig. 3. The parame-
ters values are converted into values in an appropriate range or
integers when they are used.

We use a real-coded GA as an optimization method which
optimizes the parameters values of the method for constructing
the objective image. The used real-coded GA consists of min-
imal generation gap model (MGG) [12] and BLX-« crossover
operator [2]. It does not use mutation operator. Its population
size is 10000 and its stop condition is 5 x 10° fitness evalua-
tions. A GA individual is a set of the parameters values of the
method for constructing the objective image.

The fitness value of a GA individual is calculated by compar-
ing both of the first and the second outputs from the processing
part (3) with the objective image shown in Fig. 5(b). A portion
of the entire fitness value obtained by comparing the first output
with the objective image is in proportion to how many the first
output includes the objective image, and a portion of the entire
fitness value obtained using the second output is in proportion
to the number of times that each pixel in the second output has
the same integer as the corresponding pixel in the objective im-
age has. The ratio of the first output’s and the second output’s
maximum contribution to the entire fitness value is 4 to 1.

C. Results and Discussions

We applied the constructive method to the objective image
three times. The constructed image with the highest fitness
value in each trial is shown in Fig. 6 together with its construct-
ing process. The first outputs from the sub-processing part (3)
could not be drawn because they were a set of ranges in which
final values would be determined, so that we drew the first out-
puts with the representative values, which were mentioned in
section IV-A.

(a) Medium structure
in the first trial.

(b) Final structure in
the first trial.

(c) Medium structure (d) Final structure in
in the second trial. the second trial.

(e) Medium structure (f) Final structure in
in the third trial. the third trial.

Fig. 6. The processes of constructing the objective images by the real-
ized constructive method.

Comparing Fig 5 and Fig. 6, we can see that the construc-
tive method constructed the objective image not perfectly but
roughly. In addition, although we did not use the medium struc-
ture in the process of generating the objective image for cal-
culating fitness values of the GA individuals, the processes of
constructing the objective image were also similar to the pro-
cess of generating the objective image. Therefore, under the
idea that accurate construction of the objective image helps us
understand the objective image, the obtained results show the
possibility of the proposed concept.

However, considering that the method for generating the ob-
jective image was the same as the method for constructing it
and the configuration of the method was too simple but the con-
struction was not perfect, it can be suggested that the optimiza-
tion problem caused in applying the constructive method to the
objective image was hard for the used real-coded GA to pre-
cisely solve. If we apply the constructive method to a more
complicated image, the constructive method might not be able



to construct the complicated image satisfactorily.

The reason why it was hard for the used real-coded GA to
solve the optimization problem might come from how to calcu-
late the fitness values of the GA individuals. This time we cal-
culated the fitness value based on the similarity between values
on the corresponding pixels in the objective image and the con-
structed image. In this case, if there is a dominant color widely
distributed in an objective image, any optimization methods
should first try to adjust the parameters values of the method
for constructing the objective image in order for a constructed
image to have the similar distribution of the dominant color. As
a result, any optimization methods are unlikely to adjust the pa-
rameters values corresponding to colors narrowly distributed in
the objective image. We must pay attention to design of an op-
timization method including design of a way to calculate the
fitness value when developing a new constructive method in fu-
ture.

An another thing that we must pay attention to is that what
structures a prepared method for constructing an objective im-
age can and can not generate. In this paper, since we used the
same method for both the generation and the construction of the
objective image, we did not have to consider that. In fact, if an
objective structure is not one of all the images that a prepared
method for constructing an objective image can generate, it is
impossible for the prepared method to construct the objective
image. Therefore we have to reflect somewhat analysis of an
objective image in design of a constructive method especially a
method for constructing an objective image.

The concept proposed in this paper allows us to utilize con-
structive methods used in the past for a current task, so that it
should be efficient to develop a new constructive method based
on analysis of an objective structure while utilizing the past
knowledge and experience for a current task. If we use in-
teractions among components of a whole structure to generate
portions of the whole structure, though we did not use them,
it should be hard to obtain interactions rules based only on the
analysis of an objective structure, and utilizing the past knowl-
edge and experience should be helpful.

V. CONCLUSION

We proposed the concept of the constructive approach to un-
derstanding static structures. The concept is that we first obtain
an interpretable process of constructing a given static structure
using some model and then understand the given structure by
means of the interpretable process of constructing it. To real-
ize this concept, we need to combine a method for generating
structures which provides an interpretable process of generat-
ing a structure with an optimization method which optimizes
parameters values of the method for generating structures. In
this paper, we combined the method for generating structures
inspired by biological development with the real-coded genetic
algorithm as an optimization method. The mechanism that en-
abled us to interpret a process of constructing a given structure
was that the method for generating structures used in this pa-
per made the initial structure representing an outline of a final
structure gradually complicated toward a final structure while
outputting medium structures.

We applied the realized constructive method to image under-
standing. We used the same method to both generate and con-
struct the objective image, so that it was possible for the realized
constructive method to perfectly construct the objective image

if its optimization method could successfully adjust the param-
eters values of the method for generating structures. The results
of the application showed that the construction of the given im-
age was not perfect but the constructed images were similar to
the given image in terms of not only a structure itself but also
a process of construction. In this paper, since we connected
similarity between processes of generating and constructing an
objective image to possibility of understanding the given image,
we could show the prospects of the proposed concept.

In the propose concept, how to design a method for gener-
ating structures and an optimization method to adjust parame-
ters values of a method for generating structures is important.
Designing those well might be more difficult than analyzing a
given structure and extracting knowledge from it through its
analysis. However, since the proposed concept allows us to
utilize past knowledge and experiences on constructing static
structure that seem useful for a current task, we do not always
have to design the two methods necessary for crystallizing the
proposed concept from scratch. In order to develop and im-
prove a constructive method for understanding static structures,
we need to newly design a method in parallel with accumulating
cases of constructing a variety of structures with realized meth-
ods from now on. Furthermore, we can also expect to gain novel
methods for generating structures through efforts of developing
and improving constructive methods.
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