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Abstract— This paper presents a method of controlling robot
manipulators by fuzzy-voice commands. Recently, there have
been some researches on controlling robots using information
rich fuzzy voice comands such as “go little slowly” and learning
from such commands. However, the scope of all those works was
limited to basic fuzzy-voice motion control commands. In this
paper, we introduce a method for controlling the posture of a
manipulator using complex fuzzy-voice commands. The proposed
idea is demonstrated with a PA-10 redundant manipulator.

I. INTRODUCTION

The inception of the first real-world applications of robots
was at the heavy industry. However, the scope of the robotic
applications is steadily improving and gradually spreading
into new areas. One of the most important such areas is,
human-friendly robots. The research activities in this area are
strongly motivated by the aging of the population. A personal
robot would increase the functional capacity of the aged and
possibly even improve their state of health. In addition to that,
a successful human-friendly robot will help disabled people,
be conversant in several languages and watch over babies [1].

In the area of human-friendly robots, the human-robot
interaction is very important. A true interactive robot should be
capable of showing human-like behaviour when dealing with a
human. Natural language communications, gestures, showing
feelings, etc. are the important behaviours [2].

The ability to communicate using voice-commands is a must
for a human-friendly robot. In natural language communica-
tion, encountering words and phrases with fuzzy implications
is inevitable. On the otherhand, words with fuzzy implications
are useful in machine control because they can fine tune the
performance of the machine. For example, a command like
“move slowly” will contain many information regarding the
nature of the terrain, distance to obstacles, etc.[3].

Lin and Kan[4] proposed an adaptive fuzzy command
aquisition method to control machines by natural language
commands such as “move forward at a very high speed”. In
[5] robot control using such information rich voice commands
has been studied. In a more practical approach adopted in
[6], controlling a redundant manipulator by such commands
to perform a complex assembling task has been demonstrated.

However, in all those systems, although the interpretation
of fuzzy voice commands has been considered well, the
importance of learning from such commands has not been
addressed. As an attempt to realize the learning from fuzzy

voice commands, the concept of a sub-coach was introduced
in [7] and was further developed in [8]. A brief description of
this concept is as follows.

Consider the process of controlling a robot to achieve a
complex task using voice commands. If the robot does not
have any prior knowledge of the task and if it cannot learn
from the previous commands, the user has to issue a series of
commands at each step such as:

• “move forward slowly”
• “turn to right”
• “move far”
• “stop”, etc.

This type of a system can be seen as a coach-player system,
since a coach (or a human user) commands a robot (or a
player) by observing its performance at each step. The robot
acts accordingly and the user will stop commanding when
the performance of the robot comes to a satisfactory level (the
work at hand is completed). Although this kind of coach-player
systems is very useful in many situations, their disadvantage
is the need of issuing commands at each small step. This can
be eliminated by introducing the concept of a sub-coach. Sub-
coach is a software process which stands in between the user
(coach) and the robot (player). It can learn from the fuzzy
voice commands issued by the user and can use that knowledge
to control the robot without the help of the coach. However,
sub-coach can consult the coach in situations where it does
not have sufficient knowledge to handle a particular situation.

Systems discussed in [7] and [8] used the fuzzy-voice
commands shown in Table I to control the tip position of a
manipulator. User could guide the tip from a starting point
to a target point within the working space. A sub-coach
process was designed in a way such that it could learn from
user’s commands. After few training movements, the sub-
coach could directly control the manipulator consulting the
user only when he faced difficulties.

However, the commands shown in Table I are basic fuzzy
motion commands. Therefore, to complete any task, either the
user or the sub-coach had to guide the manipulator through
several steps. For example, to change the posture of the
manipulator from its home posture to a desired posture, several
basic commands had to be issued.

The system discussed in [6] also had the same drawback
because it too used a set of basic fuzzy motion commands
somewhat similar to the commands shown in Table I. In



TABLE I

BASIC FUZZY-VOICE MOTION COMMANDS.

Action Action Modification

go up
go down very little
go right little
go left medium

go forward far
go backward

PA-10 Portable General
Purpose Intelligent Arm

Arm Controller

Personal Computer

User

Microphone

Fig. 1. The experimental setup.

addition, since learning had not been considered, a user had
to command the robot over and over with similar commands
in similar situations.

In the system presented in this paper, in addition to the basic
fuzzy motion commands given in Table I, complex fuzzy-voice
posture controlling commands are also used. A sub-coach is
used to learn such commands from a human user. This will
improve the efficiency of a coach-player system for controlling
a robot manipulator by eliminating the drawback discussed
above.

II. SYSTEM OVERVIEW

In the framework of conventional robot control, it needs
to control the joint angles and the joint velocities of the
robot using the joint input torques in order to achieve the
final control objective. However, in a fuzzy coach-player
system, the control input for a manipulator will compose of
voice commands. Naturally, they will be very vague or fuzzy.
For example, if controlling the posture of a manipulator is
considered, a human user might say, “turn to right”, “bend
your elbow little”, “bend to left a little and turn your tip
downwards”, etc.

In the implemented system, the tip of a manipulator could be
moved to any desired position within its 3-D working space
using fuzzy-voice commands. The most efficient way to do
this is,

1) to command the manipulator to change to a more
convenient posture to reach the desired point and then,

2) to command the manipulator to reach the exact target
from that convenient posture.

For the step (1) above, one complex posture controlling
command can be used. Step (2), can be realized with a series
of basic motion commands.

The proposed concept was implemented using a PA-10
redundant manipulator. The experimental setup is shown in
Fig. 1.

It consists of a microphone, a personal computer, a PA-10
portable general purpose intelligent arm and the arm controller.
The speech recognition software, the software modules for the

implemented system and the operational control program for
PA-10 are hosted in the personal computer whose operating
system is Windows XP. The speech recognition was performed
using IBM Via Voice.

A. Learning to Execute Complex Commands

Fuzzy-voice posture controlling commands issued to a ma-
nipulator can be categorized into two.

1) Fuzzy-voice joint control commands: These are the
commands which affect a single joint.

2) Complex fuzzy-voice posture control commands: These
affect more than one joint resulting in complex manoeu-
vring of the manipulator.

We assumed that any complex fuzzy-voice posture control
command can be broken down to a set of fuzzy-voice joint
control commands. Therefore, if the ability to interpret and
execute the former is built-in, the later can be learned using
the algorithm shown in Fig. 2.

Functional modules referred to in the algorithm are shown
in Fig. 3. Definitions of the entities used in the algorithm are
given below.

P : User visualized final state of the
manipulator;

S : User’s perception of the current
state of the manipulator;

usrcmd : User’s voice command;
C : Set of available fuzzy-voice

joint control commands,
where C = {c1, ..., ci, ..., cn};

u
(k)
ci : Crisp joint control input

corresponding to ci at time k;
W : Set of complex commands

learned by the sub-coach,
where W = {w1, ..., wq , ..., wr};

C(wq) : The series of fuzzy-voice
joint control commands
equivalent to wq, where

C(wq) = {c(wq)
1 , ..., c

(wq)
p , ..., c

(wq)
Nwq

}
and ∀c

(wq)
p ∈ C.

In u
(k)
ci , time label k is used merely to indicate that the

crisp joint control input corresponding to same c i is different
at different times.

This algorithm works as follows. The user can issue any
arbitrary command. If it is a joint control command, FI
interprets the crisp value of the joint control input and the
command is executed. If it is a complex command, and if it is
in the knowledge-base of the SC (i.e. previously learned), the
sequence of joint control commands which is equevalent to
the complex command is sent to the FI by the SC. Once that
sequence of commands is executed, the action referred by the
complex command is realized. If the user issued a complex
command and if it is not in its knowledge-base, SC will consult
the user. Then, the user has to use a series of basic commands
instead of the complex command to obtain the same work
done. Meanwhile, SC learns the complex command and it will
be added to its knowledge-base.
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Fig. 2. Algorithm for learning and executing complex commands.

III. IMPLEMENTATION

In Fig. 3, both SC and FI are software modules. MC consists
of the operation control program of PA-10 manipulator and the
arm controller.

As shown in Fig. 2, FI module consists of the knowledge-
base and the inference procedure for interpreting fuzzy-
voice joint control commands. SC module consists of the
knowledge-base and the learning procedure for complex pos-
ture controlling commands.

In this implementation, the posture controlling was per-
formed directly using joint angles. In the case of PA-10, it is
possible to control any joint angle using high-level commands
if the required angular deviation for that joint is known.

A. Fuzzy-voice joint control commands

These are the elements of set C defined in the section II-A.
When controlling a robot manipulator with voice commands,
there is no way to control joint angles using conventional
methods. Instead, it would be much more convenient for a user
to issue a command such as “rotate your wrist little right”.

In the implemented system, only three axes of the PA-10
manipulator are considered for the simplicity. However, the
same concept can be extended to all seven axes.

TABLE II

FUZZY-VOICE JOINT CONTROL COMMANDS.

Action Action Modification

bend your wrist forward
bend your wrist backward very little

bend your lower arm forward little
bend your lower arm backward medium

rotate your lower arm right far
rotate your lower arm left

The voice commands that a human user can use to control
these three joints are shown in the Table II. User can use
any action command modified by any action modification
command. The exhaustive set of such combinations makes the
set C.

The joint configuration, axis nomenclature, and axis motion
of PA-10 manipulator are shown in Fig. 4. ‘Wrist forward’ and
‘wrist backward’ motions referred to by the voice commands
in the Table II are equavelent to the positive and negative
rotations about the axis no. 6. Similarly, ‘lower arm forward’
and ‘lower arm backward’ are equavalent to the rotations about
the axis no. 4. ‘lower arm left’ and ‘lower arm right’ are
equavelent to the rotations about the axis no. 3.
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Fig. 3. Functional modules of the architecture.

For the interpretation of these fuzzy commands, a method
similar to the fuzzy-motion command interpretation method
used in [6] is used. The similarity between the two approaches
comes from the fact that in both systems, the actual response
to the previous command is used as an input when interpreting
the present command. However, in the system discussed in this
paper, simple fuzzy reasoning is used while in [6], a fuzzy
neural network was used.

The membership functions used are shown in Fig. 5. Once
a command is issued, the angle to be rotated (α) is determined
using the angle rotated in response to the immediately previous
command (θ) as an input. Altogether there are sixteen (16)
rules. They are shown below.

R1 : If action modification is ‘very little’ and θ is L then
α is V V L.

R2 : If action modification is ‘very little’ and θ is M then
α is V L.

R3 : If action modification is ‘very little’ and θ is H then
α is L.

R4 : If action modification is ‘little’ and θ is L then
α is V L.

R5 : If action modification is ‘little’ and θ is M then
α is L.

R6 : If action modification is ‘little’ and θ is H then
α is M .

R7 : If action modification is ‘medium’ and θ is L then
α is L.

R8 : If action modification is ‘medium’ and θ is M then
α is M .

R9 : If action modification is ‘medium’ and θ is H then
α is H .

R10 :If action modification is ‘far’ and θ is L then
α is H .

R11 :If action modification is ‘far’ and θ is M then
α is V H .

R12 :If action modification is ‘far’ and θ is H then

Fig. 4. Arm nomenclature of PA-10 manipulator.

TABLE III

COMPLEX FUZZY COMMANDS LEARNED BY THE SUB-COACH.

Complex command Fuzzy-voice joint control
command sequence

bend towards left a little (i) rotate the lower arm
medium left
(ii) bend the lower arm
medium forward
(iii) bend the lower arm
little forward
(iv) bend the wrist
medium forward

bend forward and incline
to right

(i) bend the lower arm lit-
tle forward
(ii) rotate the lower arm
medium right
(iii) bend the lower arm
medium forward

α is V V H .

In the algorithm discussed in the section II-A, u
(k)
input

consists of both angular deviation α and the axis around which
to be rotated. As a result, the motion controller will command
the manipulator to rotate around the relevant axis by an amount
of α.

B. Complex fuzzy-voice posture control commands

As explained in the section II-A, these commands affect
more than one joint of the manipulator. According to our
assumption, one such complex command can be represented
by a series of basic commands discussed in the above section.

As the basic commands, these complex commands cannot
be directly interpreted by FI; instead, they shoud be learned
by SC. Initially, there are no complex commands in the
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knowledge-base of SC. However, as and when user issues
commands, SC learns them and adds to its knowledge base.

As an example, Table III shows two complex commands
learned by SC. Second column shows the sequence of basic
commands equivalent to the complex command.

IV. RESULTS AND CONCLUSION

Fig. 6 shows four test results obtained with the implemented
system.

In each graph in the figure, A was the home position
of the manipulator tip. User desired to move the tip to the
point C. Thus, first user issued a complex posture controlling
command. At the command, the tip travelled from A to B.
Then, user did the fine adjustments to the tip position to reach
the exact point C. For these fine adjustments, basic motion
commands given in the Table I were used.

In each graph, complex commands used to move the tip
from A to B are as follows:

Test 1 : “bend far down left”
Test 2 : “bend towards far right and turn your tip down”
Test 3 : “reach far upper back”
Test 4 : “bend little back inclined to right”

It was observed that the implemented system could be
used for complex maneouvering of the manipulator. Any user
desired point within the working space could be accessed.
The number of complex commands that a user can use is not
fixed while only the number of basic commands is fixed. As
and when user issues new commands, they are added to the
knowledge base of the sub-coach and they can be used later.

It can be observed that the user can move the manipulator
tip to the target point with fewer number of commands when
compared with the systems discussed in [6], [7], and [8] in
which only the basic commands were used.

The dexterity of redundant manipulators can be further
improved by this method. It is well suited for complex human-
robot cooperative tasks. Capabilities of redundant manipulators
can be used together with the capabilities of a human such as
fast processing of visual information and intelligent decision
making.
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Fig. 6. Execution of complex commands.


